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Introduction

During the last few ycars considerable effort has been spent on the
development of parallel and vector computers and corre5ponding numerical
algorithms; however, much of this work has not appcared in the standard
Journals perused by numerical analysts. The intent of this bibliography
is to collect all references that might be of interest to someone devel-
oping numerical algorithms for parallel .and vector. computers. Consequently,
this bibliography is complete in the area of numerical analysis to the
best of the compilers' knowledge. The other categories are not meant to
be complete; instead, those euntries are simply sources of related informa-
tion for the interested reader.

Precise definitions of parallel and vector computers will not be
given here. They can be found in articles listed in category 6.21 of
this, bibliography. Stated very briefly, a parallcl computer is one
vhich has the capability of ﬁerforming several operations simultaneously.
Contemporary examples are the ILLIAC IV (built by Burroughs Corporation
and now located at NASA Ames Regearch Center) and the C.mmp (composed of
several Dipital Equipment Corporation PDP-11's and being developed at
Carnegie-Mellon University).

In a vector computer the approach is not one of parallel exccution
of insfructions but rather one of streaming vectors of operands through
an arithmetic unit functionally divided into subunits. Each subunit has
a particular task which it performs as part of the instruction. Examples of
veptor computers are the STAR-100 (built by Control Data Corporation) and

the ASC (built by Texas Instruments, Inc.).




In this bibliogrephy, SIMD will refer to a computer with a single
instruction strcam and multiple data streem (e.g., ASC, ILLIAC IV, STAR)
while MIMD will refer to a multiple instruction stream and multiple data
stream (e.g., C.mmp). The key difference in the two types is that the
MIMD computer can execute different instructions simultaneously while the
SIMD cannot.

Conferences, books and surveys

The Symposium on Complexity of Sequential and Parallel Numerical
Algorithms held at Carnegie-Mellon University at Pittsburgh, Pennsylvania,
May 16-18, 1973 was probably the first conference with'a significant
numnber of papers concerned with the topic of this bibliography. A book
edited by J. F. Traub (see category 5.10) contains the invited papers.

The Second Langley Conference on Scientific Computing: Numerical Methods
for Parallel and Vector Processors held at Virginia Beach, October 21-22,
1974 was also relevant. The survey article by W. L. Miranker (see -
category 5.10) is an excellent descriptioﬁ of the state of the art in
late 1970.

Organization

The bibliography consists of two parts. The first part is the listing
of all included entries and their corresponding annotations. Where appli-
cable Computing Reviev numbers (CR) and Mathematical Review numbers (MR)

are cited. The entries are classified according to the Computing Reviews

classification system which appears periodically in Computing Reviews (most
recently in vol. 1L, no. 12, December 197%, pages 601-002). In this biblio-
graphy category 5, Mathcmwatics of Computation, appears first because it is

the'primary area of interest. Within ecach category the entries are listed




alphabetically by first author. At the end of many of the categories
entries whose secondary interests lie in that category are listed.

The second part of the bibliography is an author index, listed
alphabetically. Ifr the author is not fhe first for a particular entry,
the first author's name is give~n in parentheses following the category

number.
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5 : 000000000 s MATHEMATICS OF COMPUTATIONeeessessese

Sel NUMERICAL ANALYSIS

510 GENERAL

CHENs SHYH-CHING AND KUCKs DAVID Je .

TIME AND PARALLEL PROCESSOR BOUNDS FOR L INEAR

RECURRENCE SYSTEMS
TO APPEAR AS DEPT. OF COMPUTER SCIENCE REPORT. -
UNIVe OF ITLLINOISs URBANAs ILLes 1974

THE AUTHORS PRESENT AN ALGORITHM FOR SOLVING N-TH

ORDER LINEAR RECURRENCE RELATIONS IN (LOG N)¥¥2 TIME

STEPS USING (N¥%¥3)/64 PROCESSORS. THE MODEL USED IS A

SIMD COMPUTERe

CORNs WILLIAM Se¢ HSUs NeCe AND RIVLINe TeJo

SOME MATHEMATICAL ASPECTS OF PARALLEL COMPUTATION
RC-647+ IBM WATSON RESEARCH CENTER« YORKTOWN HEIGHTS.
NEW YORK 1962

THIS PAPER INVESTIGATES THE PROBLEM OF REARRANGING A

GIVEN SEQUENTIAL PROGRAM INTO AN EFFICIENT PROGRAM FOR

PARALLEL MACHINESe. COMPUTATIONS ARE MODELED BY USING

PARTIALLY ORDERED SETSe SOME ELEMENTARY NUMERICAL PROB-

LEMS ARE ALSO DISCUSSED.

HELLER+ DON Ee.
ON THE EFFICIENT COMPUTATION OF RECURRENCE RELATIONS

JCASE REPORTs INSTITUTE FOR COMPUTER APPLICATIONS IN
SCIENCE AND ENGINEERINGs NASA LANGLEY RESEARCH
CENTER+ HAMPTONs VAes 1974 ‘
IN THIS NOTE THE AUTHOR IMPROVES THE TECHNIQUE FOR SOLV-
ING RECURRENCE RELATIONS DISCUSSED IN DeEe HELLER(Se14)
AND DRAWS A COMPARISON BETWEEN HIS WORK AND THAT OF PeMoe

KOGGE AND HeSe STONE(S5¢10)e

KOGGE+ PETER M
MINIMAL PARALLELISM IN THE SOLUTION OF RECURRENCE

PROBLEMS
TECHNICAL REPORT NOe45, STANFORD ELECTRONICS LABORA- .
TORIESs STANFORD UNIVes STANFORDs CALIFe 41972
THIS PAPER DISCUSSES THE MINIMAL DEGREE OF PARALLELISM
REQUIRED 7O IMPLEMENT THE ALGORITHMS GIVEN IN THE FOL-
LOWING ENTRY EITHER IN HARDWARE OR ON PARALLEL COMPUTERS

SUCH AS THE ILLIAC 1Ve

KOGGEs PETER Me
PARALLEL ALGORITHMS FOR THE EFFICIENT SOLUTION OF RE-
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CURRENCE PROBLEMS .
TECHNICAL REPORT NOe43+« STANFORD ELECTRONICS L ABORA-
TORIES+ STANFORD UNIVes STANFORDs CALIF+41972.
THE AUTHOR INVESTGATES THE USE OF RECURSIVE DOURLING IN
DEVELOPING PARALLEL ALGORITHMS CAPASBLE OF COMPUTING RE-
CURRENCE RELATIONS wITH AN ARBITRARY NUMBER OF TERMS IN
TIME PROPORTIONAL TO LOGI(N) ON A COMPUTER LIKE THE
ILLIAC IV WHERE THE N-TH TERM 1S THE ONE SOUGHT. THIS
IS A MORE .DETAILED ACCOUNT CF THE FOLLOWING ENTRY.

KOGGE+ PETER Mo

PARALLEL SOLUTION OF RECURRENCE PROSLEMS

1BM Jo RESe DEVELOPs 18(1974)+138-148.
THIS PAPER INVESTIGATES ALGORITHMS FOR SOLVING RECUR-
RENCE PROBLEMS ON A SIMD COMPUTER SIMILAR TO THE ILLIAC
IVe UNDER CERTAIN CONDITIONSe N ELEMENTS CAN BE COMPU-
TED IN TIME PROPORTIONAL TO LOG(N)e A MORE DETAILED AC-
COUNT MAY BE FOUND IN THE PRECEEDING ENTRY.

KOGGEs PETER Me AND STONEe« HAROLD Se
A PARALLEL ALGORITHM FOR THE EFFICIENT SOLUTION OF A
GENERAL CLASS OF RECURRENCE EGUATIONS

1EEE TRANSe COMPUTERS C-22(1973)+786~793.

THIS PAPER USES THE RECURSIVE DOUBLING TECHNIQUE FOR
SOLVING A LARGE CLASS OF RECURRENCE PROSLEMS ON ILLIAC
1V TYPE COMPUTERSe. FOR ADDITIONAL INFORMATION SEE THE
ABOVE ENTRIES BY KOGGEe

MIRANKERes WILLARD L.

A SURVEY OF PARALLELISM IN NUMERICAL ANALYSIS
S1AM REVe 13(1971)¢524-547.

THIS SURVEY GIVES AN EXCELLENT REVIEW OF THE FIELD UP TO
1971« THE TOPICS COVERED INCLUDE OPTIMIZATIONs ROOT
FINDINGs DIFFERENTIAL EQUATIONS AND LINEAR SYSTEMSe THE
BIBLIOGRAPHY CONTAINS 44 ENTRIES.
MR (46)6648.

STONEs« HAROLD Se

PARALLEL PROCESSING WITH THE PERFECT SHUFFLE

1EEE TRANSe COMPUTERS C~20(1971)+153~-161¢
A PERMUTATION OF THE ELEMENTS OF A VECTOR KNOWN AS THE
PERFECT SHUFFLE IS SHOWN TO BE APPLICABLE IN IMPLEMENT-
ING FAST FQURIER TRANSFORMSs POLYNOMIAL EVALUATION®
SORTING AND MATRIX TRANSPOSITION ON A PARALLEL COMPUTER
SUCH AS THE ILLIAC 1IVe

STONEs HAROLD S ‘
PROBLEMS OF PARALLEL COMPUTATION
IN COMPLEXITY OF SEQUENTIAL AND PARALLEL NUMERICAL
ALGORITHMSs JeFs TRAUB(EDe)s ACADEMIC PRESSes NEW
YORK 1973 41-16
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THE AUTHOR DISCUSSES THE PROBLEMS OF DATA ARRANGEMENT.
EFFICIENCYes SERIAL CONSTRAINTS AND STABILITY FOR PAR-
ALLEL ALGORITHMS,

TRAUBs JOSERPH Fe(EDse)
COMPLEXITY OF SEQUENTIAL AND PARALLEL NUMERICAL
ALGORITHMS

ACADEMIC PRESSe. NEW YORK 1973

THIS BOOK CONSISTS OF THE INVITED PAPERS GIVEN AT THE
SYMPOSIUM ON COMPLEXITY OF SEQUENTIAL AND PARALLEL NUM-
ERICAL ALGORITHMS AT CARNEGIE-MELLON UNIVERSITY IN MAY
1973 MANY OF THE PAPERS ARE CITED INDIVIDUALLY IN THIS
BIBLIOGRAPHY,

TROUT s HeReGoe
PARALLEL TECHNIQUES
REPORT NOe UIUCDCS~R-72-549+DEPTe OF COMPUTER
SCIENCEs UNIVe OF ILLINOIS: URBANA« ILLes 1372
THIS PAPER DESCRIBES SEVERAL THEORETICAL TECHNIQUES
FOR CONVERTING SEQUENTIAL ALGORITHMS INTO PARALLEL FORM.

SEE ALSO DRAUGHON ET ALs (4420)
DRAUGHON ET AL (4432)
HELLER (5414)
KOGGE (5e11)
MURTHA (6+421)
REDDY (3.60)

S5¢11 ERROR ANALYSISs COMPUTER ARITHMETIC

KOGGE +PETER M,
NUMERICAL STABILITY OF PARALLEL A{GORITHMS FOR SOLVING
RECURRENCE PROBLEMS
TECHNICAL REPORT NOe44, STANFORD ELECTRONICS LABORA-
TORIESs STANFORD UNIVsese STANFORDs CALIFe«19720
THIS PAPER PROVIDES A ROUNDING FRROR ANALYSIS FOR SOME
OF THE METHODS DISCUSSED IN PeMe KOGGE (5e¢10¢ PARALLEL
ALGORITHMS eese)e

LERMITs Re JONATHAN AND RANDAtL s+ JeMe
AUGMENTED SIGNIFICANCE ROUTINES FOR ILLIAC 1V
CAC DOCUMENT S6s CENTER FOR ADVANCED COMPUTATION.
UNIVERSITY OF ILLINOISs URSBANA, TLLINOIS.1972
THE AUTHORS PRESENT ROUTINES THAT ALLOW THE USER THE DE-
SIRED AMOUNT OF ACCURACY UP TO SLIGHTLY LESS THAN DOUBLE
PRECISION. THE ROUTINES ARE FASTER AND MORE CONCISE
THAN DOUBLE PRECISION ROUTINES.

SEE ALSO BRENT (56124 eee EVALUATION OF ARITHMETIC o)
BRENT (S5e12¢ eee EVALUATION OF GENERAL ese)
DAVIS (6e21)

e L AT AR M A, e



Sel2 FUNCTION EVALUATION

BRENTs RICHARD Pe
THE PARALLEL EVALUATION OF ARITHMETIC EXPRESSIONS IN
LOGARITHMIC TIME
IN COMPLEXITY OF SEQUENTIAL AND PARALLEL NUMERICAL
ALGORITHMSs JeFe TRAUB (EDe)s ACADEMIC PRESSs NEw
YORK«1973+83-102.
THIS PAPER DESCRIBES SOME RESULTS ON THE TIME REQUIRED
TO EVALUATE ARITHMETIC EXPRESSIONS USING SEVERAL PROCES-
SORS OPERATING INDEPENDENTLYe SOME OF THE METHODS ARE
SHOWN TO BE NUMERICALLY STABLE.

BRENT+« RICHARD Pe .
THE PARALLEL EVALUATION OF GENERAL ARITHMETIC EXPRES-
S10ONS ) '
Je ASSOCe COMPUTe MACHe 21(1974)¢201-206+
THIS PAPER PRESENTS ADDITIONAL RESULTS IN THE SPIRIT OF
RePe BRENT(S5e12)0

BRENTs RICHARD Pes KUCKs DAVID Je AND MARUYAMAs KIYOSHI M.
THE PARALLEL EVALUATION OF ARITHMETIC EXPRESSIONS WITH-
OUT DIVISION ‘

IEEE TRANSe COMPUTERS C-22(1973)+532-534.
THE AUTHORS CONSIDER THE PROBLEM OF EVALUATING EXPRES-
SIONS OF N VARIABLES wWITH OPERATIONS RESTRICTED TO ADDI-
TIONs SUBTRACTION AND MULTIPLICATION FOR BOTH AN ARSI~
TRARY AND A FIXED NUMBER OF INDEPENDENT PROCESSORSe

DORNs WILLIAM S,
A GENERALIZATION OF HORNERS RULE FOR POLYNOMIAL
EVALUATION
IBM Js RESe DEVELOPs 6(1962)+239-245.
TWO GENERALIZATIONS OF HORNERS RULE FOR EVALUATING
POLYNOMIALS ARE GIVENe BOTH ALLOW FOR PARALLEL COMPUTA-
TI1ON. ,
KUCKs DAVID Je AND MARUYAMAs KIYOSHI Me :
THE PARALLEL EVALUATION OF ARITHMETIC EXPRESSIONS OF
SPECIAL FORMS
RC-4276+ 1BM WATSON RESEARCH CENTER.YORKTOWN HEIGHTS.
NEW YORK+1973.
THE AUTHORS GIVE UPPER BOUNDS ON THE NUMBER OF STEPS
REQUIRED TO EVALUATE EXPRESSIONS INVOLVING NESTED
PARENTHESES USING A MIMD COMPUTER wITH AN UNLIMITED
NUMBER OF PROCESSORSe

MARUYAMA+ KIYOSH] M.
THE PARALLEL EVALUATION OF ARITHMETIC EXPRESSIONS
RC-4217. 1BM WATSON. RESFARCH CFNTERe YORKTOWN
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HEIGHTSs NEW YORK 1973,
THIS PAPER PRESENTS ALGORITHMS wITH AT MOST ONE DIVISION
STEP FOR EVALUATING ARSITRARY ARITHMETIC EXPRESSIONS ON
A MIMD COMPUTER WITH AN ARBITRARY NUMBER OF PROCESSORS.

MARUYAMA.s KIYOSHI M,
' ON THE PARALLEL EVALUATION OF POLYNOMIALS
1EEE TRANSe COMPUTERS C=22(1972)+2-5.

THIS PAPER INCLUDES AN ALGORITHM FOR THE PARALLEL EVALU-
ATION OF POLYNOMIALS GIVEN AN UNLIMITED NUMBER OF PRO-
CESSORS « BOUNDS FOR THE MINIMUM NUMBER OF STEPS REQUIR-
ED ARE AL SO DERIVEDe.
CR 254+511.

TEXAS INSTRUMENTSs INCe
ASC MATHEMATICAL L IBRARY
Te le REPORT NOe 929978-14+« TEXAS INSTRUMENTSe INCe.
AUSTINe. TEXASes 1973
THIS DOCUMENT DESCRIBES SURBROUTINES IMPLEMENTED ON THE
ASC COMPUTER FOR THE STANDARD MATHEMATICAL FUNCTIONS
IN SCALAR AND VECTOR MODE.

SEE ALSO DORN ET ALe (5¢10)
KUNG (5425)
MUNRO ET ALe (5¢25)
STONE (S5¢10s PARALLEL ees)

513 INTERPOLATION:« FUNCTION APPROXIMATION

ACKINSs G
DESCRIPTION OF THE TUKEY-COOLEY ALGORITHM AS PROGRAMMED
FOR ILLIAC 1v PARALLEL COMPUTATION
ILLIAC 1V DOCUMENT 75+ DEPTe OF COMPUTER SCIENCE.
UNIVe OF ILLINQISe URBANAs ILL 41967,
NOT AVAILABLE FOR ANNOTATION.

GLASSs WeEo . : )
FAST FOURIER TRANSFORM ALGORITHMS FOR THE CONTROL DATA
STAR COMPUTER
IN PROCe OF 1971 IEEE INTERNATIONAL COMPUTER SOCIETY
CONFERENCEs 19714+ 5-6e
THE AUTHOR IS APPARENTLY PRESENTING ALGORI!ITHMS FOR COM-
PUTING THE FAST FOURIER TRANSFORM ON THE STAR-100. HOW-
— EVERs A PORTIDN OF THE PAPER APPEARS TO HAVE BEEN DELET-
ED IN PUBLICATION, '

PEASE+ MARSHALL Coe
AN ADAPTATION OF THE FAST FOURIER TRANSFORM FOR PARALLEL
PROCESSING
Je ASSOCe COMPUTe MACHe 15(1968)+252-2645
THE FAST FOURIER TRANSFORM OF COOLEY AND TUKEY 1S MODI-
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FIED SO0 AS TO BE IMPLEMENTED IN A PARALLEL MODE ON A
PROPOSED SPECIAL PURPOSE COMPUTER. 1T WOULD APPEAR THAT
THE ALGORITHM COULD BE ACAPTED 70O A SIMD COMPUTER.

CR 144993,

STEVENSs JAMES Ee¢ JRs
A FAST FOQURIER TRANSFORM SUBROUTINE FOR ILLIAC 1V
CAC DOCUMENT 17+ CENTER FOR ADVANCED COMPUTATION,
UNIVe OF TLLINOISs URBANAG ILLee1971,
THIS PAPER PRESENTS AN IMPLEMENTATION OF THE COOLEY-
TUKEY ALGORITHM FOR THE ILLIAC IV REOUIRING ORDER LOG N
OPERATIONS FOR N SAMPLES. THE IMPLEMENTATION 1S NOT AS
ATTRACTIVE FOR A VECTOR MACHINE. , -
SEE ALSO FELDSTEIN (5.15)
FELDSTEIN ET AlLe (5415)
STONE (5e10¢ PARALLEL e90se)

S5el14 LINEAR ALGEBRA

BOURGEAT« ANNIE
EXPERIMENTATION DES METHODES ITERATIVES -SERIE -
PARALLELE- .
UNIVERSITE DE LYON 1+« SECTION D-ANALYSE NUMERIQUE.
VILLEURBANNE s FRANCE«1971/2.
THIS PAPER DESCRIBES COMPUTATIONAL EXPERIENCE WITH THE
METHODS DESCRIBED BY Fe ROBERT(S5e14)0

CALAHANS, Do :
PARALLEL SOLUTION OF SPARSE SIMULTANEOUS LINEAR
EQUATIONS
TECHNICAL REPORT+ ELECTRICAL ENGINEERING DEPTe s
UNIVERSITY OF MICHIGAN, ANN ARBORs MICHIGAN+1973.
THE AUTHOR DEMONSTRATES THE VALUE FOR PARALLEL COMPUTA-
TION OF DECOUPLING EQUATIONS IN LINEAR SYSTEMS BY A RE-
ORDERING SCHEME. THE DEGREE OF PARALLELISM IS DIRECTLY
RELATED TO THE SIZE OF THE DECOUPLED BLOCKSe HOWEVER
THE REORDERING SCHEME DOES NOT READILY LEND ITSELF TO
PRESENT PARALLEL COMPUTERS. ’

CHAZAN+ De AND MIRANKERs WILLARD Le
CHAOTIC RELAXATION
LINEAR ALGEBRA AND APPLe 2(1969)¢199-222.
THIS PAPER DESCRIBES A VARIANT OF RELAXATION APPROPRIATE
——— FOR A MIMD MACHINE WHICH UPDATES SEVERAL COMPONENTS OF
THE APPROXIMATE SOLUTION VECTOR CONCURRINTLY.
MR (40)5114.

DONELLY s JeDePoe
PERIODIC CHAOTIC RELAXATION
LINEAR ALGEBRA AND APPLe 4(1971)¢117—-128,

e Byt o wmw =
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THIS PAPER CONTINUES THE WORK OF De CHAZAN AND We
MIRANKER ON CHAOTIC RELAXATION. »
MR (44)2324.

HANs Lo
STORAGE SCHEMES FOR SYMMETRICAL MATRICES
ILLIAC IV DOCUMENT 149, DEPTe OF COMPUTER SCIENCE.
UNIVe OF ILLINDIS: URBANAY ILL 41967,
. NOT AVAILABLE FOR ANNOTATION.

HELLER+ DON Ee
A DETERMINANT THEOREM WITH APPLICATIONS TO PARALLEL
ALGORITHMS

SIAM Je¢ NUMER, ANALee¢ TO APPEAR IN 1974,

THE AUTHOR GIVES AN EXPANSION FORMULA FOR THE DETERMI-
NANT OF A HESSENBERG MATRIX AND USES IT IN ALGORITHMS
FOR BOTH SIMD AND MIMD COMPUTERS. THE MAJOR APPLICATION
IS IN COMPUTING LINEAR RECURRENCE RELATIONS.

HELILER+ DON Ees STEVENSONs De AND TRAUS.« JOSEPH Foe
PARALLEL ITERATIVE ALGORITHMS FOR TRIDIAGONAL SYSTEMS
BASED ON RED-BLACK ORDER
TECHNICAL REPORTs DEPTe OF COMPUTER SCIENCEs CARNEGIE
MELLON UNIVes PITTSSBURGHe PAes 1974,
THE AUTHORS UTILIZE THE RED-BLACK ORDERING TO DEVELOPR
PARALLEL ALGORITHMSe. IN PARTICULAR THEY GIVE A SIGNIFI-
CANT IMPROVEMENT OF THE ALGORITHM DESCRIBED BY JeFo
TRAUB (Sel4)e

HOWSERs LONA Mo AND LANMBIOTTEs JULES Je JRe
STAR ADAPTATION FOR SEVERAL ALGORITHMS CURRENTLY USED ON
THE CDC 6C00 COMPUTER
TO APPEAR AS A NASA TM,., NASA LANGLEY RESEARCH CENTER.
HAMPTONs VAe11974.
THE AUTHORS DISCUSS IMPLEMENTATION OF GAUSSIAN ELIMINA-
TION AND GAUSS-LEGENDRE QUADRATURE ON THE STAR~100. A
DETAILED DISCUSSION OF ROW VERSUS COLUMN STORAGE FOR
LINEAR SYSTEMS IS INCLUDEDe.

ISACSSON. A,
SIMULTANEOUS INVERSE ITERATION FOR COMPUTING ORTHOGONAL
EIGENVECTORS
UMINF=19,72¢ DEPT. OF INFORMATION PROCESSING,
UNIVERSITY OF UMEA. SWEDENs 1972
A METHOD IS PRESENTED FOR COMPUTING ORTHOGONAL EIGEN-
VECTORS CORRESPONDING TO CLUSTERED OR MULTIPLE EIGEN-
VALUES OF REAL SYMMETRIC MATRICESe THE METHOD 1S SHIFTED
INVERSE ITERATION APPLIED TO SEVERAL VECTORS AT ONCE.

KATZs JESSE He
MATRIX COMPUTATIONS ON AN ASSQCIATIVE PROCESSOR




13

IN PARALLEL PROCESSOR SYSTEMSs TECHNCLOGIESe AND AP-
PLICATIONSs Le HCBBS ET AL(EDe ) +SPARTAN BOOKS«NEW
YORK+13704131-149,
GAUSSIAN ELIMINATION FOR SOLVING LINEAR SYSTEMS ON AN
ASSOCIATIVE PROCESSOR (A CONTENT ADDRESSABLE MEMORY AND
PARALLEL SEARCH {0Q0GIC) 1S DESCRIBED.

KNOWLES: Mes OKAWA: Bee MURAOKA. Ye AND WILHELMSON« Re
MATRIX OPERATIONS ON ILLIAC 1V
ILLIAC 1V DOCUMENT 118+ DEPTe OF COMPUTER SCIENCE.
UNIVe OF JLLINOISs URBANA. JLLee1967
THIS PARPER STUDIES ADDITIONe MULTIPLICATION AND INVER-~
SION OF MATRICES FOR TrE ILLIAC Ve

KUCKs DAVID Je AND SAMEHs AHMED Ho,
PARALLEL COMPUTATION OF EIGENVALUES OF REAL MATRICES
IN PROCe OF THE IFIP CONGRESS 714¢1972+1266-1272e
THE JACOBI1s+ HOUSEHOLDER AND QR ALGORITHMS ARE DESCRIBED
IN TERMS OF ILLIAC 1V ORGANIZATIONe. A MEASURE OF PARAL-
LEL EFFICIENCY IS DISCUSSED FOR EACH METHODe
CR 254217,

LAMBIOTTEs JULES Je JRe AND VOIGTe ROBERT G
SOLUTION OF TRIDIAGONAL LINEAR SYSTEMS ON THE CDC STAR-
160 COMPUTER
ICASE REPORT. INSTITUTE FOR COMPUTER APPLICATIONS IN
SCIENCE AND ENGINEERINGs NASA LANGLEY RESEARCH
CENTER+ HAMPTONs VAe+1974,
THE AUTHORS DISCUSS IMPLEMENTATION OF SEVERAL DIRECT AND
ITERATIVE METHODS FOR SOLVING TRIDIAGONAL LINEAR SYSTEMS
ON A VECTOR PROCESSORe COMPARISONS ARE MADE ON THE
BASIS OF STAR-103 TIMING INFORMATIONe.

MARUYAMA+ KIYOSHI M,
THE PARALLEL EVALUATION OF MATRIX EXPRESSIONS
RC-4380+. IBM WATSON RESEARCH CENTERYORKTOWN HEIGHTS .
NEW YORX 1973,
THIS PAPER GIVES COMPLEXITY BOUNDS ON THE TIME REQUIRED
TO EVALUATE VARIOUS EXPRESSIONS INVOLVING MATRICES ON
MIMD COMPUTERS.

MATSUSHITAs Ye
SPARSE MATRIX INVERSION ON ILLIAC 1V
DOCUMENT 140, CENTER FOR ADVANCED COMPUTATION»
UNIVERSITY OF ILLINOISs URBANA. ILLe+1968.
NOT AVAILABLF FOR ANNOTAT]ON.

MCDANIEL + LAWRENCE Mo
SYMMETRIC DECOMPOSITION OF POSITIVE DEFINITE BAND
MATRICES AND THE CORRESPONDING SOLUTION OF SYSTEMS OF
LINEAR EQUATIONS ON ILLIAC IV
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CAC DOCUMENT =44+ CENTER FOR ADVANCED COMPUTATIONG
UNIVe OF ILLINOISe URBANA. ILLes19724
THIS PAPER CONTAINS A DETAILED DISCUSSION OF AN IMPLE-
MENTATICN OF THE CHOLESKY ALGORITHM ON THE ILLIAC v,
INCLUDING A STORAGE SCHEMEs FLOW DJAGRAMS AND CODES.

PEASE+ MARSHALL C,

MATRIX INVERSION USING PARALLEL PROCESSING
Je ASSOCe COMPUTe MACHs 14(1967)9757~7640

THE GAUSS~-JORDAN ELIMINATION AND THE BORDERING ALGO-
RITHMS ARE EXAMINED IN THE LIGHT OF THEIR IHERENT PARA-
LLELISM RATHER THAN THEIR IMPLEMENTATION ON A PARTICULAR
PARALLEL MACHINE.
CR 13+661.

)

ROBERTs FRANCO1S
METHODES ITERATIVES ~SERIE PARALLELE-
CeRe ACADes SCs PARIS 271(1970)4847-850
THIS PAPER DESCRIBES PARALLEL VARIATIONS OF THE GAUSS-~
SEIDEL METHODe

RUTISHAUSER, Hse
COMPUTATIONAL ASPECTS OF FelLe BAUERS SIMULTANEOUS ITER-
ATION METHOD :

NUMERe MATHe 13(1969)4+4~13.

THIS PAPER IS A SURVEY OF FACTS WHICH ARE RELEVANT FOR
THE ACTUAL NUMERICAL COMPUTATIONS INVOLVED IN BAUERS
METHODe ALTHOUGH NOT EXPLICITLY DISCUSSEDs THE METHOD
CAN BE CARRIED OUT IN PARALLEL OR VECTOR MODE.
MR (39)5051. ' '

SAMEHs AHMED He
ON JACOBI AND JACOBI-LIKE ALGORITHMS FOR A PARALLEL
COMPUTER

MATHe COMPe 25(197114579~-590.

PARALLEL ANA{LOGUES OF JACOB!S METHOD FOR REAL SYMMETRIC
MATRICES AND THE ESBERLEIN MODIFICATION FOR REAL NONSYM—
METRIC MATRICES FOR FINDING EIGENVALUES AND EIGENVECTORS
ARE DEVELOPED FOR THE ILLIAC 1V
MR (45Y6189,

SAMEHes AHMED Hes LERMITe Re Je AND NOHs Ke
ON THE INTERMEDIATE EIGENVALUES OF SYMMETRIC SPARSE
MATRICES
CAC DOCUMENT 91e CENTER FOR ADVANCED COMPUTATION,
UNIVe OF JLLINOISs URBANA. ILLes1974e
THIS PAPER DISCUSSES A MODIFICATION OF SIMULTANEOUS IT-~
ERATION FCR COMPUTING ALL EIGENVALUES AND CORRESPONDING
EIGENVECTORS IN A GIVEN INTERVAL., THE METHCD DOES NO
EXPLICIT FACTORIZATION AND ONLY USES THE MATRIX IN OPER-~
ATOR FORMe THE METHOD 1S SUITABLE FOR THE ILLIAC Ve
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STEVENSONs De AND TRAURs JeFe )
ITERATIVE SOLUTION OF BLOCK TRIDIAGONAL SYSTEMS ON
PARALLEL OR VECTOR COMPUTERS

TO APPEAR AS A TECHNICAL REPORT, DEPTs. OF COMPUTER
SCIENCEs CARNEGIE-MELLON UNIVes PITTSBURGHs PAes1974,
NOT AVAILABLE FOR ANNOTATIONe

STONEs HAROLD S
AN EFFICIENT PARALLEL ALGORITHM FOR THE SOLUTION OF A
TRIDIAGONAL LINEAR SYSTEM OF EQUATIONS

Je ASSOCe COMPUTe MACH. 20(1973)+27~-38.

AN ALGORITHM FOR SOLVING A TRIDIAGONAL LINEAR SYSTEM OF
N EQUATIONS ON A sSI~¥D COMPUTER USING RECURSIVE DOUBL ING
IS PRESENTEDe FOR N PROCESSORS THE TIME 1S PROPORTIONAL
TO LOG(N)e THE ALGORITHM ]S NOT AS ATTRACTIVE FOR A
VECTOR PROCESSOR.,
CR 254970

STONE+ HAROLD Se
PARALLEL TRIDIAGONAL SOLVERS
TECHNICAL REPORT NOe 79+ DIGITAL SYSTEMS LABORATORY.
STANFORD UNIVes STANFORDs CALIFes19746
THE AUTHOR DISCUSSES SEVERAL ITERATIVE AND DIRECT METH-
ODS FOR SOLVING TRIDIAGONAL LINEAR SYSTEMS ON SIMD COM-
PUTERS. COMPARISONS ARE MADE IN TERMS OF OPERATION
COUNTS,. A

TRAUBs JOSEPH Fe
ITERATIVE SOLUTION OF TRIDIAGONAL SYSTEMS ON PARALLEL
OR VECTCR COMPUTERS
IN COMPLEXITY OF SEQUENTIAL AND PARALLEL NUMERICAL
ALGORITHMSs JeFe TRAUB(EDe)s ACADEMIC PRESSe NEW
YORK 113973 449-82
THE AUTHOR DESCRIBES A TECHNIQUE FOR SOLVING LINEAR SYS-
TEMS IN WHICH THE USUAL RECURRENCE RELATIONS ARE RE-
PLACED WlTH I1TERATIONSe. THESE ITERATIONS MAY BE CARRIED
OUT IN PARALLEL ON A SIMD COMPUTER.

SEE ALSO BUZBEE (5.17)
BUZBEE ET ALe (S5el17)
DORN ET ALe (5410)
DORR (S.17)
ERICKSEN (Se17)
HAYES (5417)
HOCKNEY (5417)
KUCK (4430)
MIRANKFER (5.10)
MORICE (5.17) :
MURAOKA ET ALe (S5e25)
NOOR .ET ALs (3223)
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ROSENFELD (4432)

ROSENFELD ET Al.e (5417)
RUDSINSKI (Se17)

STAFFORD ET ALe (3e24)
STONE (S5e10+ PARALLEL eee)

Sel15 NONL INEAR AND FUNCTIONAL EQUATIONS

ABERTHs OLIVER
ITERATION METHODS FOR FINDING ALL ZEROS OF A POLYNOMIAL
SIMULTANEOUSLY .

MATHe COMPe 27(1973)¢339-344e

QUADRATICALLY AND CUBICALLY CONVERGENT METHODS ARE GIlVEN
THAT EXHIBIT A DEGREE OF PARALLELISM EQUAL TO THE DE=-
GREE OF THE POLYNOMIAL. A TECHNIQUE IS INCLUDED THAT
PREVENTS DIFFERENT APPROXIMATIONS FROM CONVERGING TO THE
SAME ROOT.

AVRIELs Me AND WILDEs DeJe
ORPTIMAL SEARCH FOR A MAXIMUM WITH SEQUENCES OF SIMUL-
TANEQUS FUNCTION EVALUATIONS

MANAGEMENT SCle 12(1966)¢722-731 0

AN OPTIMAL SEARCH PROCEDURE FOR FINDING THE MAXIMUM OF A
UNIMODAL FUNCTION 1S DESCRIBED. THIS PROCEDURE INVOLVES
PERFORMING K SIMULTANEOUS FUNCTION EVALUATIONS wWlTH THE
SPEED OF COMPUTATION INCREASING LOGARITHMICALLY AS A
FUNCTION OF Ke FOR ANOTHER DISCUSSION OF THE SAME 1DEA
SEE ReMe KARP AND Wel.e MIRANKERS

CHAZANs De AND MIRANKER« WILLARD Lo
A NONGRADIENT AND PARALLEL ALGORITHM FOR UNCONSTRAINED
MINIMIZATION
SIAM JUe CONTROL B8(1970)¢207-2170

THE AUTHORS DESCRIBE A METHOD FOR UNCONSTRAINED MINIMI=-
ZATION IN WHICH AT EACH CYCLE M MINIMIZATIONS ARE PER-
FORMED IN PARALLEL WHERE M IS THE DIMENSION OF THE UN-
DERLYING LINEAR SPACE.

MR (43)1390.

FELDSTEINs Me ALAN :
BOUNDS ON ORDER AND OSTROWSKI EFFICIENCY FOR INTER-
POLATING ITERATION ALGORITHMS
UCRL=-72238+ LAWRENCE RADIATION LABORATORY. UNIVER-
SITY OF CALIFORNIAs LIVERMOREs.s CALIFORNIA+1969,.
THE AUTHOR CONTINUES THE INVESTIGATION OF INTERPOLATORY
ITERATION FUNCTIONS STUDIED BY FELDSTEIN AND FIRESTONEe
FELDSTEINs Me ALAN AND FIRESTONEs ROGER Me
HERMITE INTERPOLATORY ITERATION THEORY AND PARALLEL
NUMERICAL ANALYSIS
REPORTs DIVISION OF APPLIED MATHEMATICSs BROWN UNIVes
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PROVIDENCEs RHODT ISLAND«1967.
THIS PAPER DERIVES THE ORDER OF CONVERGENCE FOR ALL POS-
SIBLE HERMITE POLYNOMIAL [INTERPOLATORY ITERATION FUNC~
TIONSe FOR ONE CLASS OF METHODS A PARALLEL MODE OF EXE-
CUTION IS STUDIEDe MIMD PROCESSORS SIMULTANEOUSLY EVAL-
UATE THE FUNCTION AND ITS DERIVATIVESe.

GRAUs AesA,
THE SIMULTANEOUS NEWTON [IMPROVEMENT OF A COMPLETE SET
OF APPROXIMATE FACTORS OF A POLYNOMIAL

SIAM Je NUMERs ANALe B(1971)¢425-438.

AN ITERATIVE TECHNIQUE BASED ON NEWTONS METHOD FOR 1M~
PROVING AN APPROXIMATE FACTORIZATION OF A POLYNOMIAL OF
DEGREE N IS GIVEN. THE PARALLELISM ARISES IN THE SOLU-
TION OF AN NXN LINEAR SYSTEM AT EACH STEPe.
CR 22817« MR (44)3484. '

KARP+ RICHARD Me AND MIRANKERes WILLARD L.
PARALLEL MINIMAX SEARCH FOR A MAXIMUM
Je COMBINATORIAL THEORY 4(1968)+19-35.
THIS PAPER 1S SIMILAR TO THAT OF Ms AVRIEL AND DeJe
WILDE (Sel15).
MR (36)3494.

KUNGes HeTe AND TRAUBs JOSEPH Fe
ON THE EFFICIENCY OF PARALLEL ITERATIVE ALGORITHMS FOR
NONL INEAR EQUATIONS
TECHNICAL REPORTs DERPTs OF COMPUTER SCIENCEs CARNEGIE
MELLON UNIVees PITTSSURGHs PAee«e TO APPEARe
NOT AVAILABLE FOR ANNOTATION.

LAMs PING Yo AND POOLEs WILLIAM Ge JRe

THE CONVERGENCE OF A PARALLEL ANALOGUE OF THE BISECTION
MFETHOD

TECHNICAL REPORT 3¢« NR044-459¢ COLLEGE OF WILLIAM

AND MARY 1973
IN THIS NOTE THE AUTHORS FIND THE EXACT NUMBER OF ITERA-
TIONS REQUIRED FOR CONVERGENCE OF A PARALLEL BISECTION
METHOD APPROPRIATE FCR A SIMD COMPUTERe THE TECHNIQUE
WAS FIRST DESCRIBED BY Ge Se SHEDLER(Se1S5)e

LARSON. ROBERT Ee AND TSEe EDISON
PARALLEL PROCESSING ALGORITHMS FOR THE OPTIMAL CONTROL
OF NONL INEAR DYNAMIC SYSTEMS

1EEE TRANSe COMPUTERS C-22(1973)¢777-786¢

THIS PAPER DESCRIBES THE CONTINUING EFFORT IN THE DEVEL-
OPMENT OF ALGORITHMS FOR SOLVING OPTIMAL CONTROL PROB-
LEMS ON A WIDE RANGE OF PARALLEL PROCESSORSe. THE BIBLI-
OGRAPHY OF 44 ENTRIES CONTAINS MANY PAPERS (NOT INCLUDED
IN THIS BIBLIOGRAPHY) WHICH DEAL WITH APPLICATIONSSe
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MICCHELLIs CeAs AND MIRANKERs Wel e

HIGH ORDER SEARCH METHODS FOR FINDING ROOTS
RC-4585, 1&M WATSON RESEARCH CENTERs YORKTOWN
HEIGHTSy NEW YORK 1973 (TO APPEAR IN Je ASSOCe
COMPUT e MACH)

THIS PAPER DESCRISES A CLASS OF SEARCH ALGORITHMS WHICH

GENERALIZE THE BISECTION METHODe. PARALLELISM ARISES

IN SIMULTANEOUS FUMCTION EVALUATIONSe THE ALGORITHMS

REQUIRE KNOWLEDGE OF BOUNDS CN DERIVATIVES OF THE

FUNCTION WHOSE ZERO 1S SOUGHTe

MIRANKERs WILLARD Lo
PARALLEL METHODS FOR APPROXIMATING THE ROOT OF A
FUNCTION

I1BM Je¢ RESe DEVELORPe 13(1969)+297-301.

THIS PAPER DESCRIBES METHODS FOR APPROXIMATING A ROOT OF
A ONE DIMENSIONAL FUNCTION, IF P PROCESSORS ARE AVAIL-
ABLE+. P NEW APPROXIMATICNS ARE OBTAINED AT EACH STEP.
HOWEVER THE SPEEDUP OVER ONE PROCESSOR IS SHOwWN TO BE
ONLY LOGARITHMIC IN P
CR 17¢699s. MR (39)110F

PATRICKs MERRELL Lo
A HIGHLY PARALLEL ALGORITHM FOR APPROXIMATING ALL ZEROS
OF A POLYNOMIAL WITH ONLY REAL ZEROS

COMMe ACM 15(1972)e952~-955s

THIS PAPER DISCUSSES A NEWTON-LIKE ALGORITHM FOR FINDING
REAL ZEROS BASED ON THE FACT THAT THE ZEROS OF THE SEC-
OND DERIVATIVE OF A POLYNOMIAL ARE GOOD STARTING VALUES
FOR NEWTONS METHODe THE AUTHOR SUGGESTS THAT DIFFERENT
PROCESSORS BE USED SIMULTANEOUSLY FOR APPROXIMATING DIF-
FERENT ZEROSe A MINOR ERROR IS POINTED QUT BY Ge Co
SIMMONS IN CACM 1T7(APRIL 1974)+209

RICEs JOHN
MATRIX REPRESENTATIONS OF NONLINEAR EQUATION
JITERATIONS - APPLICATION TO PARALLEL COMPUTATION

MATHe COMPe 25(1971)+639-647

THIS PAPER PRESENTS A MATRIX REPRESENTATION APPLICABLE
TO MANY ITERATIVE METHODS. METHODS WHICH ARE AMENABLE
TO PARALLEL COMPUTATION ON A MIMD COMPUTER ARE ANALYSED.
MR (4612850,

SHEDLERs GeSe
PARALLEL NUMERICAL METHODS FOR THE SOLUTION OF EQUATIONS
COMMe ACM 10(1967)4286-291e
SEVERAL. FAMILIES.- OF ALGORITHMS FOR APPROXIMATING A ROOT
OF AN EQUATION ARE DESCRIBEDe THEY Al.L HAVE THE PROPER-
TY THATs AT EACH ITERATIONs SEVERAL NEW APPROXIMATIONS
ARE OBTAINED ON SEPARATE PROCESSORSs THE BEST ONE BEING
RETAINEDs THE ALGORITHMS GENERALIZE BISECTIONs SECANTe
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NEWTON AND MULLERS METHODS.
MR (39)2321.

SHEDLERs GeSe AND LEHMANs MeM,
PARALLEL COMPUTATIONS AND THE SOLUTION OF POLYNOMIAL

EQUATIONS )
RC-1550s IBM WATSON RESEARCH CENTERe« YORKTOWN

HEIGHTSs NEW YORK 1966
THIS PAPER DISCUSSES ALGORITHMS FOR APPROXIMATING ROOTS

OF POLYNOMIAL EQUATIONS ON A SIMD COMPUTER. :

SHEDLERY GeSe AND LEHMANs MeM, i

EVALUATION OF REDUNDANCY IN A PARALLEL ALGORITHM :
IBM SYSTEMS JUese 6(1967)4142-149.

THIS PAPER DESCRIBES IN THE CONTEXT OF A SIMD COMPUTER
A PARALLEL ANALOGUE OF THE BISECTION METHOD FOR APPROX-
IMATING ZEROS OF A CONTINUOUS FUNCTIONe THE INDIVIDUAL
PROCESSORS ARE USED FOR EVALUATING THE FUNCTIONs SIMUL-~
TANEOUSLYs AT SEPARATE POINTSe
CR 13.868.

STRAETERs TERRY A, i
A PARALLEL VARIABLE METRIC OPTIMIZATION ALGORITHM ‘

TN D—-7329+« NASA LANGLEY RESEARCH CENTERs HAMPTON.
VAes1973 N
FOR EACH STEP OF THE AUTHOR-S ALGORITHM. [F P IS THE DE- ;
GREE OF PARALLELISM ON A SIMD COMPUTERes THEN THE FUNC- k
TION AND ITS GRADIENT ARE EVALUATED AT P POINTSs THE i
METRIC IS MODIFIED B8Y P RANK-ONE CORRECTIONS AND A SIM-
PLE UNIVARIANT MINIMIZATION 1S CARRIED QOUTe.

AL

TSEs EDISON AND LARSONs ROBERT Ee
PARALLEL ALGORITHMS FOR OPTIMUM NONL INEAR STATE
ESTIMATION
IN PREPRINTS OF TECHNICAL PAPERSs FOURTEENTH JOINT
AUTOMATIC CONTROL CONFERENCEs JEEE«1973+213-223s
THIS PAPER DESCRIBES SEVERAL ALGORITHMS FOR ESTIMATING
THE CONDITIONAL MEAN OF THE STATE VECTOR FOR NONL INEAR
DYNAMICAL SYSTEMS. THE ALGORITHMS ARE APPLICABLE FOR
SIMD COMPUTERS AND ASSOCIATIVE PROCESSORSe

WINGOs DALLAS R ,
A MULTIPOINT DESCENT METHOD FOR SOLVING SIMULTANEOUS

NONL INEAR EQUATIONS
IN PREPARATIONs INSTITUTE FOR COMPUTER RESEARCHS
UNIVe OF CHICAGOs CHICAGOs ILLes1974,

NOT AVAILABLE FOR ANNOTATION.

WINOGRADs Se
PARALLEL ITERATION METHODS
IN COMPLEXITY OF COMPUTER COMPUTATIONSs ReEe

MILLER
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AND JeWe THATCHER (EDSe )sPLENUM PRESSes NEW YORK.
1972453~-600
THIS PAPER SHOWS THAT THE ADVANTAGE GAINED WHEN K PRO-
CESSORS ARE USED IN PARALLEL IS PROPORTIONAL TO LOG(K)
WHEN LOCATING A SIMPLE ZERO OF A FUNCTION BY [TERATION
METHODS »
CR 24 +577e

SEE ALSO MIRANKER (Se10)e
S5e16 NUMERICAL INTEGRATION AND DIFFERENTIATION

ADAMSs DUANE Ao
A MODEL. FOR PARALLEL COMPUTATIONS
IN PARALLEL PRQOCESSOR SYSTEMSe TECHNOLOGIESs AND AP~
PLICATIONSs Le HOBBS ET AL(EDe)+SPARTAN BOOKS s NEW
YORK+19704311-333
A MODEL FOR PARALLEL COMPUTATIONs WHICH IS VERY MUCH
LIKE A FLOW CHARTs 1S DESCRIBED IN wWwHICH THE SEQUENCING
CONTROL 1S GOVERNED BY THE FLOW OF DATAe. AN EXAMPLE
USING THE ADAPTIVE TRAPEZCID METHOD FOR NUMERICAL INTE-
GRATION ILLUSTRATES THE MODELe

RICE« JOHN Re
PARALLEL ALGORITHMS FOR ADAPTIVE QUADRATURE | -
CONVERGENCE
TECHNICAL REPORT NOe 104+ COMPUTER SCIENCE DEPTe
PURDUE UNIVees WEST LAFAYETTEs INDes1973.
THIS PAPER DESCRIBES A THEQORETICAL MIMD COMPUTER IN
WHICH EACH PROCESSOR ATTACKS THE QUADRATURE PROBLEM ON
ITS OWN SUBINTERVALe CONDITIONS ARE GIVEN UNDER WHICH
THE TOTAL TIME REQUIRED FOR THE ALGORITHM 1S PROPORTION-
AL TO 1/{(NOe OF PROCESSORS)e A CONVERGENCE THEOREM 15
INCLUDED.

RICEs JOHN R
PARALLEL ALGORITHMS FOR ADAPTIVE QUADRATURE I -
METALGORITHM CORRECTNESS
TECHNICAL REPORT NOe 107¢ COMPUTER SCIENCE DEPTes
PURDUE UNIVes WEST LAFAYETTEs INDes 1973
THE AUTHOR SHOWS THAT IF AN ALGORITHM CONTAINS CERTAIN
LISTED ATTRIBUTES THEN THE CONVERGENCE THEOREM OF THE
PRECEEDING WCRK APPLIESe. THE PROBLEM OF DELAYS CAUSED
BY ONE PROCESSOR WAITING ON INFORMATION USED BY ANOTHER
1S DISCUSSED.

RICE« JOHN R
PARALLEL ALGORITHMS FOR ADAPTIVE QUADRATURE 111 -
PROGRAM CORRECTNESS )
TECHNICAL REPORT NOe 112+ COMPUTER SCIENCE DEPTeo
PURDUE UNI1IVes WEST LAFAYETTEs INDes 1974
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IN THIS PAPER THE AUTHOR PRESENTS A COMPUTER PROGRAM [N
A FORTRAN-LIKE LANGUAGE AND SHOWS THAT IT HAS ALL OF THE
ATTRIBUTES REQUIRED TO APPLY THE CONVERGENCE RESULTS OF
THE PRECEEDING Tw0O PAPERS.

SEE ALSO HOWSER ET ALe (Seld)e

ORDINARY AND PARTIAL DIFFERENTIAL EQUATIONS

BUZBEE s Bel e
A FAST POISSON SOLVER AMENABLE TO PARALLEL COMPUTATION
IEEE TRANSe COMPUTERS C=22(1973)¢793=-796
THIS PAPER DESCRIBES A MATRIX DECOMRPOSITION TECHNIQUE
FOR SOLVING THE DISCRETIZED POISSON EQUATION. THE TECH-
NIQUE IS HIGHLY PARALLEL AND 1S APPLICABLE TO BOTH PAR-
ALLEL AND VECTOR MACHINES,

BUZBEE s Bel_es GOLURBY GeHe AND NEILSONs CeWe

ON DIRECT METHODS FOR SOLVING POISSONS EQUATIONS
SIAM Je NUMERs ANALe 7(1970)4627-6564

THE AUTHORS DESCRIBE METHODS FOR SOLVING DISCRETIZED
POISSONS EQUATION wWITH A VARIETY OF BOUNDARY CONDITIONS.
THE METHODS INCLUDE MATRIX DECOMPOSITION AND CYCLIC RE-
DUCTION wHICH MAY BE EFFICIENTLY IMPLEMENTED ON PARALLEL
AND VECTOR MACHINES.
CR 21+925« MR (44)49200

CORR+ FeWe
THE DIRECT SOLUTION OF THE DISCRETE POISSON EQUATION ON
A RECTANGLE
SIAM REVe 12(1970)¢248-263¢

THIS SURVEY ARTICLE INCLUDES DESCRIPTIONS OF SEVERAL
METHODS FOR SOLVING THE DISCRETE POISSON EQUATION WHICH
MAY BE ADAPTED TO PARALLEL COMPUTERS. THERE IS NO DI~
RECT REFERENCE TO PARALLEL COMPUTATIONs. THE BIBL JOGRA-~
PHY CONTAINS 71 ENTRIESs

MR (42)1353,

ERICKSENs JAMES H,
ITERATIVE AND DIRECT METHODS FOR SOLVING POISSONS

EQUATION AND THEIR ADAPTABILITY TO ILLIAC 1V
CAC DOCUMENT 60« CENTER FOR ADVANCED COMPUTATIONG
UNIVe OF ILLINOISs URBANAe ILL 041972
THE AUTHOR CONSIDERS IMPLEMENTATIONS OF SEVERAL METHODS
FOR SOLVING THE POISSON EQUATION INCLUDING THE IMPLICA-
TIONS OF DIFFERENT STORAGE SCHEMES,. TIMINGS ARE GIVEN
IN TERMS OF ILLIAC IV CLOCKS FOR PROGRAMS WRITTEN IN
GLYPNIRee

GILMORE s PoeAe
NUMERICAL SOLUTION OF PARTIAL DIFFERENTIAL EQUATIONS

ST
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BY ASSOCIATIVE PROCESSING
IN PROC. AFIPS 1971 FALL JOINT COMPUTER CONF e
411-418,
AFTER A DESCRIPTION OF THE STARAN 1V COMPUTER. THE AU-
THOR CONSIDERS STORAGE TECHNIOQUES AND COMPUTATION ORGAN-
IZATION FOR A WEATHER FORECASTING PROBLEM SOLVED BY A
TIME MARCHING PROCESSe
CR 22+834.

HAYESes LINDA
COMPARATIVE ANALYSIS OF ITERATIVE TECHNIQUES FOR

SOLVING LAPLACES EQUATION ON THE UNIT SQUARE ON A
PARALLEL PROCESSOR
MASTERS REPORTs DEPTe OF MATHEMATICSs UNIVe OF
TEXASe AUSTINe TEXAS«1974.
THIS THESIS DESCRIBES THE RESULTS OF ACTUAL RUNS MADE
WITH SEVERAL ITERATIVE METHODS FOR SOLVING THE DISCRE-
TIZED LAPLACES EQUATION ON THE ASC COMPUTER.

HOCKNEY s ReWe

A FAST DIRECT SOLUTION OF POISSONS EQUATION USING
FOURIER ANALYSIS

Je ASSOCe COMPUTe MACHs 12(1965)¢95=113s
THE AUTHOR DISCUSSES DIRECT TECHNIQUES FOR SOLVING THE
POISSON EQUATION WwWITH VARIOUS BOUNDARY CONDITIONS. IN
PART ICULAR THE METHOD OF CYCLIC REDUCTION WHICH [S ApP-
PROPRIATE FOR SIMD COMPUTERS IS DESCRIBEDe.
CR 7975

KARPs RICHARD Mes MILLERs RAYMOND Ee AND WINOGRADe. S

THE ORGANIZATION OF COMPUTATIONS FOR UNIFORM RECURRENCE
EQUA TIONS

Je ASSOCe COMPUTe MACHe 14(1967)¢563-590.
THE PROBLEM OF CONSTRUCTING ALGORITHMS FOR THE SOLUTION
OF UNIFORM RECURRENCE EQUATIONSs A GENERALIZATION OF THE
EQUATIONS ARISING IN FINITE DIFFERENCE APPROXIMATIONS OF
PARTIALL DIFFERENTIAL EQUATIONSe IS DISCUSSEDe CERTAIN
OF THE COMPUTATIONS CAN BE DONE IN PARALLELe
CR 13.264.

KELLERs HERBERT Be
NUMERICAL METHODS FOR TwO POINT BOUNDARY VALUE PROBLEMS

BLAISDELL + LONDON. 1968,
THIS BOOK CONTAINS A DESCRIPTION OF THE TECHNIQUE OF
PARALLEL SHOOTING FOR SOLVING BOUNDARY VALUE PROBLEMS.
THE DEGREE OF PARALLELISM IS EQUAL TO THE NUMBER OF SUB-
INTERVALS INTO WHICH THE ORIGINAL INTERVAL IS DIVIDED.

CR 1640214 MR (3716038

KISHI+ TADASHI .
FORMULATION OF THE BOUNJARY CONDITIONS FOR THE TENSOR
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CODE
uclib- 30071' LAWYRENCE LIVERMORE LABORATORYs UNIVe OF
CAL IFORNIAs LIVERMORE s CALIFe 21273,
THIS PAPER DESCRIBES THE CONVERSION TO THE ILLIAC 1v OF
A CDC 7600 PROGRAM FOR SOLLVING A PARTIAL DIFFERENTIAL
EQUATION DESCRIBING STRESS WAVE PROPAGATION.

LAMBIOTTE s JULES Je JRe AND HOWSERe LONA M.
VECTORIZATION ON THE STAR COMPUTER OF SEVERAL NUMEQICAL
METHODS FOR A FLUID FLOW PROBLEM
TN D=-7545+ NASA LANGLEY RESEARCH CENTERs HAMPTON,
VAe ¢+ 1974,
THE AUTHORS DISCUSS THE IMPLEMENTATION OF BOTH IMPLICIT
AND EXPLICIT METHODS FOR SOLVING A PROBLEM OF TwO DIMEN-
SIONAL FLOW OF A FLUID IN A SGQUARE CAVITYe COMPARISONS
ARE MADE BASED ON STAR TIMING INFORMATION.

MIRANKER« WILLARD Le AND LINIGERs We Me

PARALLEL METHODS FOR THE NUMERICAL INTEGRATION OF
ORDINARY DIFFERENTIAL EQUATIONS

MATHe COMPe 21(1967)¢303-32C+
THE AUTHORS PRESENT PARALLEL INTEGRATION METHODS OF THE
LINEAR MULTISTEP TYPE WHICH ARE APPROPRIATE FOR A MIMD
COMPUTER WITH A RELATIVELY SMALL NUMBER OF PROCESSORS.
RUNGE-KUTTA METHODS ARE ALSO CONSIDERED.
MR (36)6155.

MORICEs PHe : ,
CALCUL PARALLELE ET DECOMPOSITION DANS LA RESOLUTION
D-EQUATIONS AUX DERIVEES PARTIELLES DE TYPE ELLEPTIQUE

IRIA REPORT1972,
THE AUTHOR ADAPTS THE METHODS OF ALTERNATING DIRECTIONS
AND OVERRELAXATION (POINT AND BLOCK) TO SIMD COMPUTERS
OF THE ILLIAC 1V TYPE. FINITE ELEMENT METHODS ARE ALSO
DISCUSSED

NIEVERGELTs Je
PARALLEL METHODS FOR INTEGRATING ORDINARY DIFFERENTIAL
EQUATIONS

COMMe ACM 7(1964)+731~733.

THIS 1S POSSIBLY THE FIRST PAPER WRITTEN WHICH EXPLICIT-
LY DESCRIBED A PARALLEL NUMERICAL ALGORITHM. THE ALGO-
RITHM SIMULTANZOUSLY INTEGRATES AN ORDINARY DIFFERENTIAL
EQUATION OVER MANY SMALL . INTERVALS AND THEN INTERPOLATES
THE VALUES TO PIECE TOGETHER THE INTERVALS.
CR 7334.

OSBORNE e+ MeR o
ON SHOOTING METHODS FCR BOUNDARY VALUE pROBLEMS
Je MATHe ANALe APPLe 27(1969)¢417-433.
THIS PAPER DESCRIBES APPLICATIONS OF THE PARALLEL SHOOT-
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ING METHOD TO LINEAR AND NONL INEAR BOUNDARY VALUE PROB-
LEMSs THE PARALLELISM [S NOT ADDRESSED DIRECTLY.

MR (39)6521.

ROSENFELDs JeLe AND DRISCOLL s GeCo

SOLUTION OF THE DIRICHLET PROoLEM ON A SIMULATED PARAL-

LEL PROCESSING SYSTEM

IN PROCs OF THE IFIP CONGRESS 68+1968+499-507.
SEVERAL RELAXATION ALGORITHMS WERE TESTED ON A SIMD SIM-
ULATOR. THE RESULTS ARE REPORTED IN THIS PAPER.

CR 16+580.

RUDSINSKI« Lo

PROGRAMS FOR ADI FOR ILLIAC 1V
ILLIAC IV DOCUMENT 139+ DEPTe OF COMPUTER SCIENCES
UNIVe OF ILLINODISs URBANAY TLL 041967
THIS PAPER DISCUSSES THE IMPLEMENTATION OF ALTERNATING
DIRECTION IMPLICIT METHODS FOR SOLVING PARTIAL DIFFEREN-~

TIAL EQUATIONS ON THE ILLIAC IVe

SCHINDLERs S

ITERATIONSALGOR]I THMEN FUR GEWOHNLICHE DIFFERENTIAL
GLEICHUNGEN UND IHRE EIGNUNG ZUR PARALLEL PARALLEL-
ARBEIT MITTELS SYMBOLMANIRPULATION :

COMPUTING 8(1971)s 291-308.
TH1S PAPER DISCUSSES SEVERAL ITERATIVE ALGORITHMS FOR
THE ANALYTIC APPROXIMATION OF THE SOLUTION OF A SYSTEM
OF ORDINARY DIFFERENTIAL EQUATIONS USING SYMBOLIC MANIP-
ULATIONe THEIR SUITABILITY FOR PARALLEL COMPUTATION IS

ALSD DISCUSSEDe.

SEE ALSO CARROLL ET ALe (3e¢16)
KRANSKY ET Al.e (3e17)
LAMPORT (4.12)
MIRANKFER (5410)
NOOR ET AlLe (323)
OGURA ET AlLe (3e17)
RAJAN (321
WISHNER ET ALe (3480

Se2 METATHEORY

S5e24 ANALYSIS OF PROGRAMS ~ SCHEMATA, SEMANTICSs CORRECTNESS

MILLERs RAYMOND Eo

A COMPARISON OF SOME THEORETICAL MODELS OF PARALLEL

COMPUTATION
JEEE TRANSe COMPUTERS C-~22(1973)e710~717e¢

THIS PAPER DESCRIBES AND COMPARES PETRI NETS.

CLUDEDe

COMPUTA-

TION GRAPHS AND PARALLEL PROGRAM SCHEMATA AS MODELS FOR’
PARALLEL COMPUTATION., AN EXTENSIVE BIBLIOGRAPHY IS IN-
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COMPUTATIONAL COMPLEXITY - MACHINE-SASEDs MACHINE-INDE-
PENDENT s EFFICIENCY OF ALGORITHMS

KUCKs DAVID Je

MULTIOPERATION MACHINE COMPUTATIONAL COMPLEXITY (SOME-
TIMES REFERRED TO AS PARALLELISM IN ORDINARY PROGRAMS)
IN COMPLEXITY OF SEQUENTIAL AND PARALLEL NUMERICAL
ALGORITHMSs JeFe TRAUB(EDs)s ACADEMIC PRESSes NEW
YORK 197341747,
THIS PAPER DESCRIBES SOME COMPLEXITY RESULTS OF THE TIME
REQUIRED TO EVALUATE STANDARD EXPREZESSIONS IN NUMERICAL
PROGRAMSs EMPIRICAL RESULTS ON THE POSSIBLE SPEEDUP (DUE
TO PARALLEL OPERATION) IN STANDARD PROGRAMS AND IMPLICA-
TIONS FOR COMPUTER ORGANIZATIONs

KUCKs DAVID Je AND MURAOKA+ YOICHI

BOUNDS ON THE PARALLEL EVALUATION OF ARITHMETIC EXPQES—

SIONS USING ASSOCIATIVITY AND COMMUTATIVITY
IN PROCe SEVENTH ANNUAL PRINCETON CONFe ON INFOR-
MATION SCIENCES AND SYSTEMS.19734+161-168.TO0 APPEAR
IN ACTA INFORMATICAe.

NOT AVAILABLE FOR ANNOTATIONe

KUNGs HeTe
NEW ALGORITHMS AND LOWER BOUNDS FOR THE PARALLEL EVALUA-

TION OF CERTAIN RATIONAL EXPRESSIONS

TECHNICAL REPORTs DEPTe. OF COMPUTER SCIENCEs CARNEGIE

MELL.ON UNIVees PITTSBURGHs PAes 1974,
THIS PAPER DISCUSSES ALGORITHME FOR EVALUATING POLYNOM-
IALS ON A SIMD MACHINES THE ALGORITHMS ARE SHOWN TO BE
ASYMPTOTICALLY OPTIMAL FOR EVALUATING RATIONAL EXPRES-
SIONS.

MUNRO« IAN AND PATERSONs MICHAEL

OPTIMAL ALGORITHMS FOR PARALLEL POLYNOMIAL EVALUATION
Je COMPUTe SYSTEM SCle 7(1973)4189-198.

THE AUTHORS DISCUSS VARIOUS LOWER BOUNDS ON COMPLEXITY.

AND ALGORITHMS FOR THE EVALUATION OF POLYNOMIALS ON A

MIMD COMPUTER WITH K PROCESSORSe THEY DESCRIBE A NEAR-:

OPTIMAL ALGORITHMs PROVIDED THE DEGREE OF THE POLY-

NOMIAL IS GREATER THAN K¥*LOG(K)e
MR (476124,

MURAOKA YOICH] AND KUCKes DAVID Je

ON THE TIME REQUIRED FOR A SEQUENCE OF MATRIX PRODUCTS
COMMe ACM 16(1973):22~26

GIVEN A PARALLEL COMPUTER WITH A SUFFICIENT NUMEBER OF

PROCESSORSs THE AUTHORS SHOW THAT MATRICES OF DIMENSION

N CAN BE MULTIPLIED IN 1+4LOGI(N) STEPSe

CR 254239,

B O P U
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OWENSs JERRY Lo

THE INFLUENCE OF MACHINE ORGANIZATION ON ALGORITHMS
IN COMPLEXITY OF SEQUENTIAL AND PARALLEL NUMERICAL
ALGORITHMS Je TRAUB(EDe )+ ACADEMIC PRESSe NEW YORK
1973

THIS PAPER DISCUSSES THE CONSEQUENCESs FOR COMPUTERS

LIKE THE STAR-100+ THAT START-UP AND OPERATION TIMES

HAVE ON THE DESIGN AND CHOICE OF ALGORI]ITHMSs

CR 264776

SEE ALSO BRENT (5¢12¢ eee EVALUATION OF ARITHMETIC
BRENT (5e¢12+ eee EVALUATION OF GENERAL
BRENT ET ALe (Sel2)
KUCK ET ALe (5e12s THE PARALLEL ese)
MARUYAMA (Sel12¢ eee EVALUATION OF ARITHMETIC
MARUYAMA {S5eld4s ese EVALUATION OF MATRIX
MARUYAMA (S5.12+ ON THE PARALLEL

sese )

eoe )

cee)
oo e )
eee )

S5¢3 COMBINATORIAL AND DISCRETE MATHEMATICS

S5e31 SORTING

EVENe+ SHIMON
PARALLELISM IN TAPE-SORTING
COMMe ACM 17(1974)¢202-204.
THE AUTHOR ADDRESSES THZ PROBLEM OF SORTING N RECORDS
STORED ON ONE TAPE. TWO ALGORITHMS ARE PRESENTED WwWHICH’

USE P PROCESSORS AND REQUIRE TIME PROPORTIONAL TO
(N¥LOG(N))Y/Po

VALIANT+ LESLIE Ge

THE INTRINSIC COMPLEXITY OF PARALLELISM IN COMPARI]ISON
PROBLEMS
TECHNICAL REPORTs DEPTe OF COMPUTER SCIENCE.
CARNEGIE~MELLON UNIVes PITTSBURGH« PA¢ 1974,
ASSUMING THE EXISTENCE OF K PROCESSORSe THE AUTHOR CON-

SIDERS SEVERAL COMPARISON PROBLEMS AND OBTAINS SPEED-UPS
OF ORDER K/ (LOG(LOG(K)))e

SEE ALSO STONE (5¢10+ PARALLELeese) e

Se32 GRAPH THEORY

CRANE. BoeAe
PATH FINDING WITH ASSOCIATIVE MEMORY
1EEE TRANSe COMPUTERS C=17(1968)+691~-693.
- THIS ARTICLE DESCRIBES A HIGHLY PARALLEL ALGORITHM FOR
FINDING THE SHORTEST PATH THROUGH A GRAPH WITH EDGES OF

UNEQUAL. LENGTHe THE ALGORITHM EXPLOITS CHARACTERISTICS
OF ASSOCIATIVE MEMORIES
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Se4 MATHEMATICAL PROGRAMMING
Sed1 LINEAR AND NONLINEAR PROGRAMMING

LERMITs Re JONATHAN
A LINEAR PROGRAMMING IMPLEMENTATION
CAC DOCUMENT 46+ CENTER FOR ADVANCED COMPUTATION,
UNIVERSITY OF [LLINOISe URBANAG ILLINOIS«1973,
A MODIFICATION OF THE SIMPLEX ALGORITHM USING CHOLESKY
FACTORIZATION 1S GIVEN FOR SOLVING THE LINEAR PRQGRAM-
MING PROBLEM. IMPLEMENTATION ON THE ILLIAC IV 1S BRIEF=-
LY DISCUSSEDe.

S5e42 DYNAMIC PROGRAMMING

CAST1+ Jee RICHARDSONs Me AND LARSON+ ROBERT Ee
DYNAMIC PROGRAMMING AND PARALLEL COMPUTING
Je OPTIMIZATION THEORY APPLe 12(1973)+423-438,
THE AUTHORS DESCRISBE THE INHERENT PARALLELISM IN DYNAMIC
PROGRAMMING PROBLEMS. IN ADDITION THEY DISCUSS THE
CHARACTERISTICS OF COMPUTER CONFIGURATIONS THAT ENABLE
ONE TO TAKE ADVANTAGE OF THIS PARALLELISM.

GILMORE s+ PeA,
STRUCTURING OF PARALLEL ALGORITHMS
Je ASSOCe COMPUTe MACH. 15(1968)4176-192,
THE FIRST PART OF THIS PAPER DISCUSSES A PARALLEL VER-
SION OF THE DYNAMIC PROGRAMMING TECHNIQUE. THE SECOND
PART DESCRIBES PARSING OF CERTAIN MAD STATEMENTS IN

PARALLEL

TABAKs DANIEL
COMPUTATIONAL IMPROVEMENT OF DYNAMIC PROGRAMMING
SOLUTIONS BY MULTIPROCESSING TECHNIQUES
IEEE TRANSe AUTOMATIC CONTROL AC-13(1968)+596
THIS NOTE DISCUSSES THE USE OF A PARALLEL SEARCH FOR A
MULTIDIMENSIONAL CONTROL VECTOR IN DYNAMIC PROGRAMMING
PROSLEMS, '

3 00000000 APPLICATIONSceseosssse
3.1 NATURAL SCIENCES

3el6 METEOROLOGY

CARROLL s AeBe AND WETHERALDs ReTe
APPLICATION OF PARALLEL PROCESSING TO NUMEQ!CAL WEATHER
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PREDICTION

Jeo ASSCCe COMPUTe MACH. 14(1967)¢591-614
THE AUTHORS DESCRIRBRE THE APPLICATION OF THE SOLOMON 11
COMPUTER TO THE SOLUTION OF A NONLINEAR PARTIAL DIFFER-
ENTIAL EQUATION MODEL IN NUMERICAL WEATHER FORECASTING.
CR 164+348.

SEE ALSO GILMORE (5e17)e
317 PHYSICS «NUCLEAR SCIENCES

KRANSKY s+ VALERE. GIROUXs Ee DICK AND LONGs GARY A,

PARALLEL IMPLEMENTATION OF A TwO-DIMENSIONAL MODEL
IN PROCe OF THE 1973 SAGAMORE COMPUTER CONFERENCE ON
PARALLEL PROCESSINGs Te FENG (EDe)s SYRACUSE UNIVe
PRINTING PRESS (AVAILABLE FROM IEEE)s1973¢66-77e

THE AUTHORS CONSIDER THE PROBLEM OF REPROGRAMMING A

LARGE TWwWO DIMENSIONAL PHYSICAL SIMULATION MODEL CALLED

t EMP FOR THE STAR~100. THE EQUATIONS ARE LAGRANGIAN AND

THE DIFFERENCE SCHEME IS EXPLICIT.

OGURA+ MASAKOs SHER« MICHAEL Se AND ERICKSEN,s JAMES He
A STUDY OF THE EFFICIENCY OF ILLIAC IV IN HYDRODYNAMIC
CALCULATIONS
CAC DOCUMENT 59, CENTER FOR ADVANCED COMPUTATION.
UNIVe OF ILLINOISs URBANAs ILLee1972
THE AUTHORS CONSIDER THE EFFICIENCY OF ILLIAC IV FOR
SOLVING A TwO DIMENSIONAL BERNARD~RAYLEIGH CONVECTION
PROBLEM AS AN INITIAL AND S8OUNDARY VALUE PRO3BLEM USING
OVERREL.AXATIONe TIMING ESTIMATES ARE MADE IN TERMS OF
ILLIAC Iv CLOCKS AND A COMPARISON wlTH A CDC 6400 IS
GIVEN,

WIRSCHINGs JeEs AND ALBERTSs AsAs
THE APPLICATION OF THE STAR COMPUTER TO PROBLEMS IN THE
NUMERICAL CALCULATION OF FLLECTROMAGNETIC FIELDS
AFWL-TR-69~165« AIR FORCE WEAPONS LAB« KIRTLAND AFB»
NEW MEXICO«196%9 )
NOT AVAILABLE FOR ANNOTATIONs

WIRSCHINGs JeEes ALBERTSs AeAes MCINTYREs De AND CARROLL +Ae.
APPLICATION OF THE ILLIAC- 1V COMPUTER TO PROBLEMS IN THE
NUMERICAL CALCULATION OF ELECTROMAGNETIC FIELDS

AFW~-TR-69-195.A1R FORCE WEAPONS LABs KIRTLAND AFB.
NEwWw MEXICO+196F
NOT AVAILABLE FOR ANNOTATION.

32 ENGINFERING

3e21 AERONAUTICAL s SPACE
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RAJANs Se
A PARALLEL ALGORITHM FOR HIGH SUBSONIC COMPRESSIBLE FLOW
OVER A CIRCULAR CYLINDER

Je COMPUTATIONAL PHYSICS 12(1973)+534~552.

THE AUTHOR CONSIDERS THE PROBLEM OF INVISCID COMPRES-
SIBLE SUPERCRITICAL FLOW OVER A CIRCULAR CYLINDER. I M=
PLEMENTATION OF A FINITE DIFFERENCE SCHEME ON THE ILLIAC
Iv 1S DISCUSSED INCLUDING SUCH ITEMS AS HANDLING THE
BOUNDARY POINTS AND CHANGING THE MESH SIZE.

323 CIlVIL

FIELDe Eeles JOHNSONs SeEe AND STRALBFERGe He
SOFTWARE DEVELOPMENT UTILIZING PARALLEL PROCESSING
INTERNATIONAL SYMPOSIUM ON STRUCTURAL MECHANICS
SOFTWARE« UNIVe OF MARYLANDs COLLEGE PARK + MARYLAND,
TO APPEAR 1974,
NOT AVAILABLE FOR ANNOTATIONe

NOOR+ AHMED Ke AND FULTONs ROBERT Ee
IMPACT OF THE CDC-STAR-100 COMPUTER ON FINITE ELEMENT
SYSTEMS
TO APPEAR IN Je¢ STRUCTURAL DIVe AMERe SOCe CIVIL ENG.
1974 ’
THE AUTHORS DISCUSS THE INFLUENCE OF STAR-100 FEATURES
ON THE SOLUTION OF LARGE FINITE ELEMENT STRUCTURAL ANAL-
YS1IS PROBLEMS. MANY OF THE IDEAS DESCRIBED HAVE APPLI-
CABILITY TO OTHER PROBLEMS SOLVED ON ANY SIMD COMPUTER.

3e24 ELECTRICALs ELECTRONIC

KNAPP+ MORRIS Ase¢ ACKINSs GARY Me AND THOMAS+ JOHN

APPLICATION OF ILLIAC IV TO URBAN DEFENSE RADAR PROBLEM
IN PARALLEL PROCESSOR SYSTEMS. TECHNOLOGIES. AND AP~
PLICATIONSs Ls HOBBS ET AL(EDS.)«SPARTAN BOOKS NEW
YORK ¢1970423-700

THIS PAPER DEALS WITH THE APPLICABILITY OF THE ILLIAC IV

TO THE DATA PROCESSING PROBLEMS OF LARGE PHASED ARRAY

RADAR SYSTEMS USED FOR URBAN DEFENSESs

STAFFORDs DsRe AND MERCADO+ Fo
APPLICATIONS OF VECTOR AND PARALLEL COMPUTERS TO RADAR
DEFENSE SYSTEMS
NOe 73-428+ AJAA COMPUTER NETWORK SYSTEMS CONF 41973
THIS CONTAINS A vERY BRIEF DESCRIPTION OF PARALLEL COM-
FUTERS AND THEIR APPLICABILITY TO RADAR SYSTEMSe INCLUD-
ING A MATRIX MULTIPLY ALGORITHM WITHOUT INNER PRODUCTS.

e

[
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36 ARTIFICIAL INTELLIGENCE
3460 GENFRAL

REDDYs Do RAU
SOME NUMERICAL PROSBLEMS IN ARTIFICIAL INTELLIGENCE -
IMPLICATIONS FOR COMPLEXITY AND MACHINE ARCHITECTURE
IN COMPLEXITY OF SEQUENTIAL AND PARALLEL NUMERICAL
ALGORITHMSs JeFe TRAUB(EDe )+ ACADEMIC PRESSNEW YORK,
19734131147
SEVERAL NUMERICAL PROUBLEMSe INCLUDING MATRIX INVERSION.
FAST FOURIER TRANSFORMs ZEROS OF POLYNOMIALS AND FUNC~-
TION MAXIMIZATION WHICH ARISE IN A SPEECH AND VISION UN-
DERSTANDING FROJECT ARE DISCUSSEDS THEIR SCLUTION ON
THE CeMMP 1S PROPOSEDe.

38 REAL-TIME SYSTEMS
3480 GENERAL

LLOYDs GREGORY AND MERWINes RICHARD

EVALUATION OF PERFORMANCE OF PARALLEL PROCESSORS IN A
REAL TIME ENVIRONMENT

IN PROCe AFIPS 1973 NATIONAL COMPUTER CONFes101-108.
THE AUTHORS COMPARE THE PERFORMANCE OF GOODYEAR STARAN.
BELL LABS PEPE AND A CDC 7600 ON THE COMPUTATIONS IN-
VOLVED IN TRACKING INCOMING BALLISTIC TARGETS. INCLUDED
IS A DISCUSSION OF WAY> TO MEASURE EFFICIENCY OF PARAL-
LEL COMPUTERS.
CR 25+868.

WISHNERs Ree DOWNSs He AND SHECHTERe Je

REAL-TIME COMPUTING TECHNIQUES FOR PARALLEL PROCESSORS
IN PROCe OF THE IFIP CONGRESS 71+419724704-7104

THE AUTHORS DISCUSS METHODS FOR DATA LAYOUT AND COMPU-
TATION SEQUENCING FOR SOLVING THREE REAL-TIME PROBLEMS
ON THE ILLIAC IVe THE PROBLEMS ARE RADAR TRACKING OF
SEVERAL TARGETSs COMPUTATION OF PARTIAL SUMS AND SYSTEMS
OF ORDINARY DIFFERENTIAL EQUATIONS,
CR 24+884.

SEE ALSO RUDOLPH (6421
389 M1 SCELLANEOUS

DOWNSs He ROBERT
REAL TIME ALGORITHMS AND DATA MANAGEMENT ON ILLIAC 1V
IEEE TRANSs COMPUTERS C-22(1973)¢773=777e
THIS PAPER CONSIDERS SOME OF THE PROBLEMS ASSOCIATED
WITH MANAGING DATA FILES ON THE ILLIAC IVe THE APPLICA-
TION CONSIDERED wWAS CONTROLLING A PHASED ARRAY RADAR FOR
SEARCHING AND TRACKING OBJUECTS.
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WANGs GARY Yo

PARALLEL PROCESSORS AND AIR TRAFFIC CONTROL AUTOMATION
IN PROCe OF THE ANNUAL MEETING AND TECHNICAL PROGRAM
OF THE AIR TRAFFIC CONTROL ASSOCes1972417-22,

THE AUTHOR DISCUSSES IN GENERAL TFRMS. PARALLEL s« ASSOC-

IATIVE AND PIPELINE PROCESSORS. HE THEN DISCUSSES WAYS

OF TRYING TO EVALUATE THE PERFORMANCE THAT A PARTICULAR

COMPUTER ARCHITECTURE MIGHT HAVE FOR AIR TRAFFIC APPLI-

CATIONS .

3¢9 MISCELLANEOUS

BALLs JUeRes BOLLINGERs ReCe ET AL
ON THE USE OF THE SOLOMAN PARALLEL PROCESSING COMPUTER
IN PROCe AFIPS 1962 FALL JOINT COMPUTER CONF e
137-146.
NOT AVAILABLE FOR ANNOTATION.

) 00000000 0eeSOFTWARE e evc0ceecee
4¢1 PROCESSORS
4e12 COMPILERS AND GENERATORS

BAERs JelL e AND BOVETs DePe
COMPILATION OF ARITHMETIC EXPRESSIONS FOR PARALLEL
COMPUTATIONS

IN PROCe OF THE IFIP CONGRESS 68¢19684340-346.

THIS PAPER DESCRIBES AN ALGORITHM FOR PRODUCING A SYN-
TACTIC TREE HAVING A MINIMUM NUMBER OF LEVELS. ALL OP-
ERATIONS ON THE SAME LEVEL CAN BE PERFORMED IN PARALLEL
PROVIDED THERE ARE SUFFICIENT PROCESSORS WHICH CAN PER-
FORM INDEPENDENT TASKSe

HELLERMAN. He
PARALLEL PROCESSING OF ALGEBRAIC EXFRESSIONS .
IEEE TRANSe ELECTRONIC COMPUTERS EC-15(1966)¢82-91 .
A COMPILER AND MACHINE ORGANIZATION WHICH ARE CAPABLE OF
DETECTING OPPORTUNITIES FOR PARALLEL PROCESSING IN ALGE-
BRAIC EXPRESSIONS AND EXECUTING THESE BY MULTIPLE PRO-
CESSING UNITS OPERATING CONCURRENTLY ARE DESCRIBEDe

LAMPORT« LESLIE

THE PARALLEL EXECUTION OF DO LOOPS
COMMe ACM 17(1974)¢83-93.

THIS PAPER DESCRIBES TwO METHODS FOR EXECUTING FORTRAN
DO LLOOPS ON A SIMD COMPUTER IN WHICH DIFFERENT PROCES- .
SORS EXECUTE DIFFERENT ITERATIONS OF THE LOCP SIMULTANE -
OUSLLYe ONE OF THE METHODS IS IMPLICITLY APPLIED TO THE
GAUSS-SEIDEL METHOD FOR THE DIRICHLET PROBLEM,.
CR 264734,
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LITTLEs FRANK STANARD

PARALLEL PROCESSING OF SEQUENTIALLY SPECIFIED ALGORITHMS
PHeDe DISSERTATIONs UNIVe OF MICHIGANs ANN ARBOR,
MICHIGAN+1970,

THIS DISSERTATION CONSIDERS THE PRO3LEM OF TRANSLATING

FROGRAMS WRITTEN IN CONVENTIONAL HIGHER LEVEL LANGUAGES

INTQO CODE EXECUTABLE ON A MIMD COMPUTER. THE PROBLEM OF

THE CORRECTNESS OF THE CODE IS CONSIDEREDe

4¢2 PROGRAMMING LANGUAGES

4420 GENERAL

BAERs Jel e AND RUSSELL e+ EeCe
PREPARATION AND EVALUATION OF COMPUTER PROGRAMS FOR
PARALLEL PROCESSING SYSTEMS
IN PARALLEL PROCESSOR SYSTEMSs TECHNOLOGIESs AND AP-
PLICATIONSs Le HOBBS ET AL(EDe ) SPARTAN BOOKS«NEW
YORK +19704375=-415
IN THE CONTEXT OF PARALLEL COMPUTATION THIS PAPER RE-
VIEWS MODELS CONCERNED WITH FORMAL ASPECTS OF PARALLEL
PROCESSINGs MODELS USING NEW LANGUAGES. MODELS EXTENDING
EXISTING LANGUAGES AND MODELS ATTEMRPTING TO RECOGNIZE
PARALLELISM IN EXISTING LANGUAGES.

DRAUGHON Ee+ GRISHMANe Res SCHWARTZe Je AND STEINe Ao
PROGRAMMING CONSIDERATIONS FOR PARALLEL COMPUTERS
IMM 362, COURANT INSTITUTE OF MATHe SClesNEW YORK.,
NEW YORK 1967
BASED ON EXPERIENCE GAINED WITH A SIMULATOR THE AUTHORS
DISCUSS QUESTIONS OF STORAGE USAGEs PROGRAM FLOW ORGANI~
ZATION. SYSTEM EFFICIENCY AND HIGHFR LEVEL LANGUAGES FOR
PARALLEL COMPUTERSe THE EFFECT ON EFFICIENCY OF IN-
CREASING THE NUMBER OF PROCESSORS AVAILABLE 1S REPORTED
FOR SEVERAL REAL PROBLEMSe. A CONTINUATION OF THIS WORK
MAY BE FOUND IN Ee+ DRAUGHON ET ALe(4e32)e

GOSDENs JeAs .
EXPLICIT PARALLEL PROCESSING DESCRIPTION AND CONTROL IN

PROGRAMS FOR MULTI- AND UNI- PROCESSOR COMPUTERS
IN PROCe AFIPS 1966 FALL JOINT COMPUTER CONF e
651-660.
THE AUTHOR DISCUSSES SEVERAL TECHNIQUES THAT A PROGRAM-
MER CAN USE IN ORDER TO IDENTIFY PARALLELISM IN PROGRAMS
INCLUDING FORKs JOIN AND .PARALLEL FORS AND LOOPSe THE
ARTICLE INCLUDES A LARGE BIBLIOGRAPHY. .
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Q.22 PROCEDURE~- AND PRORBLEM-ORIENTED LANGUAGES

ABEL s+ NORMA Eess BUDNICKs PAUL Pes KUCKs DAVID Jes MURAOKA,
YOICHI « NORTHCOTE s ROBERT Se AND WILHELMSON.s ROBERT Be
TRANQUIL-A LANGUAGE FOR AN ARRAY PROCESSING COMPUTER
IN PROCe AFIPS 1969 SPRING JOINT COMPUTER CONF ¢
57-73
THIS PAPER DESCRIBES THE HIGHER LEVEL LANGUAGEs
TRANQUIL s THAT WAS DESIGNED FOR THE I1LLIAC Ve THE
BASIC STRUCTURE OF TRANQUIL FOLLOWS THAT OF ALGOL s VWHILE
THE DATA STRUCTURES AND OPERATORS ARE SIMILAR TO THOSE
OF APL. THE SYNTAX 1S SPECIFIED IN AN APPENDIX USING AN
EXTENDED VERSION.OF BNF
CR 174851

ANDERSONs JePoe .
PROGRAM STRUCTURES FOR PARALLEL PROCESSING
COMMe ACM B(1965)+786-788.
THIS PAPER DESCRIBES THE ADDITION OF SEVERAL COMMANDS TO
THE ALGOL 60 LANGUAGE THAT ALLOW THE USER TO SPECIFY
THE PRESENCE OF PARALLEL PROCESSING.
CR 9730

OPLER. A, _
PROCEDURE~ORIENTED LANGUAGE STATEMENTS TO FACILITATE
PARALLEL PROCESSING

COMMe ACM B(1965)9:306-307.
THE STATEMENTS —DO TOGETHER- AND -HOLD- WHICH ALLOW A
PROGRAMMER TO INDICATE SECTIONS OF A PROGRAM EXECUTABLE
IN PARALLEL ARE DESCRIBED.

SCHNECK+ PAUL B .
AUTOMATIC RECOGNITION OF VECTOR AND PARALLEL OPERATIONS
IN A HIGHER LEVEL LANGUAGE ,

SIGPLAN NOTICES 7(1972)445~524 .

THIS PAPER DESCRIBES A COMPILER WHICH WILL RECOGNIZE
THOSE FORTRAN STATEMENTS wHICH ARE SUITABLE FOR PARALLEL
OR VECTOR EXECUTIONe THIS MAY BE APPLICABLE TO ASC,
ILLIAC 1V OR STAR.

WIRTHs Noe
A NOTE ON PROGRAM STRUCTURES FOR PARALLEL PROCESSING
COMMe ACM 9(1966)¢320-321e
THIS NOTE IS A CRITICISM OF THE PAPER BY JePe ANDERSON
(4e22) o

4¢3 SUPERVISORY SYSTEMS
4+30 GENERAL

KUCKs DAVID U,
ILLIAC IV SOFTWARE AND APPLICATION PROGRAMMING

e R G st B
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IEEE TRANSe COMPUTERS C-17(196B)+758=-770.
THIS PAPER DISCUSSES THE HIGHER LEVEL LANGUAGE TRANQUIL
AND THREE SAVPLE APPLICATIONS FOR THE ILLIAC 1V - SPARSE
MATRIX STORAGEs SUMMATION OF THE COMPONENTS OF A VECTOR
AND MATRIX INVERSION.
CR 154989,

4432 MULTIPROGRAMMING «MULTIPROCESSING

AOKls Mes ESTRINe Ge AND MANDELL e+ Re
ANALYSIS OF COMPUTING-LOAD ASSIGNMENT IN A MULTIPROCES-
SOR COMPUTER
IN PROCs AFIPS 1963 FALL JOINT COMPUTER CONF e
147-160,
THIS IS POSSIBLY THE FIRST STUDY OF RIPELINE COMPUTER
PERFORMANCE BY SIMULATION.,. AN N-TH ORDER AITKEN-NEVILLE
BIVARIATE INTERPOLATION SCHEME IS STUDIED ON A CONFIGU-
RATION CONSISTING OF A PIPELINE OF TwO COMPUTERS.
CR 6092.

BAERs Jel. o

A SURVEY OF SOME THEORETICAL ASPECTS OF MULTIPROCESSING
COMPUT e SURVEYS 5(1973)¢31~-80 )

THIS ARTICLE DISCUSSES THE FOLLOWING ASPECTS
OF PARALLELISM - LANGUAGE FEATURES THAT EXPLOIT PARAL~
LELISMs AUTOMATIC DETECTION OF PARALLELISM BY HIGH-LEVEL
LANGUAGESs MODELS FOR PARALLEL COMPUTATION AND PREDIC-
TION OF PERFORMANCE. IN ADDITION AN APPENDIX BRIEFLY
EXAMINES EXISTING AND PLANNED PARALLEL PROCESSORS. THE
BIBLIOGRAPHY CONTAINS 184 ENTRIES.

DRAUGHON+ Ee s SCHWARTZs JACOB AND STEINs A
INDIVIDUAL AND MULTI-PROCESSING PERFORMANCE CHARACTERIS=-
TICS OF PROGRAMS ON LARGE PARALLEL COMPUTERS
IMM 380+ COURANT INSTITUTE OF MATHe SCles NEW YORKS
NEW YORKs 1970
THIS PAPER REPORTS ON THE EFFECT OF THE NUMBER OF PRO-
CESSORS AVAILABLE FOR A PARTICULAR PROBLEM BY EXAMINING
A LARGE NUMBER OF PROGRAMS RUN ON A SIMULATOR OF A PAR-
ALLEL COMPUTERe FOR MORE INFORMATION OM THIS EFFORT SEE .
Ee DRAUGHON ETe ALe(4e20)0

ROSENFELDs JsbLoe

A CASE STUDY IN PROGRAMMING FOR PARALLEL PROCESSORS
COMMe ACM 12(1969)1645-655.

THIS PAPER IS A STUDY OF SYSTEM BEHAVIOR AND AN EVALUA-
TION OF SYSTEM PERFORMANCE FOR PARALLEL PROCESSING SYS-
TEMSe THE MODEL PROBLEM USED FOR THIS WORK IS THE SOLU-
TION BY CHAOTIC RELAXATION OF A LINEAR SYSTEM ARISING IN
THE STUDY OF ELECTRICAL NETWORKS.

SEE ALSO DRAUGHON (46201
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4e¢4 UTILITY PROGRAMS
4ea1 INPUT/0UTRPUT

DERBYs WILLIAM S
A THREE-BUFFER 1,0 SCHEME FOR ILLIAC Iv DISK
UCRL-73696+« LAWRENCE LIVERMORE LABORATORYs UNIVe OF
CALIFORNIA« LIVERMOREs CALIFe+1G72
THIS PAPER ADDRESSES THE PROBLEM OF BALANCING 1/0 WITH
COMPUTATION IN THE ILLIAC Ive SEVERAL BUFFER ORGANIZA-
TION SCHEMES ARE DESCRIBED.

4049 MISCELLANEQUS

GONZALEZ+ MARIO Jes AND RAMAMOORTHYs CeVe
PROGRAM SUITABILITY FOR PARALLEL PROCESSING
1EEE TRANSe. COMPUTERS C=20(1971)+647-6%4.
THIS PAPER DESCRIBES A FORTRAN PROGRAM WHICH ACCERTS
SOURCE FORTRAN PROGRAMS AS INPUT AND THEN OUTPUTS INFOR-~
MATION REGARDING THEIR PARALLEL PROCESSABILITY.

KUCKes DAVID Jes+ BUDNIKs PAUL Pes CHENs SHYH-CHINGes LAWRIE.
DUNCAN Heo TOWLEs ROSS Aes STREBENDTs RICHARD Ees DAVIS.
EDWARD VWe JRes HAN: JOSEPHes KRASKA: PAUL We AND MURAOKA.
YOI1CHI : ’
MEASUREMENTS OF PARALLELISM IN ORDINARY FORTRAN PROGRAMS
COMPUTER 7(1974) 3746,
THE AUTHORS DESCRIBE THE RESULTS OF USING A PL/I PRO-
GRAM TO ANALYZE A LARGE NUMBER OF (SEQUENTIAL)Y FORTRAN
PROGRAMS FOR PARALLELISMe THEIR MODEL COMPUTER IS A
MIMD WITH AN ARBITRARY NUMBER OF PROCESSORS.

RAMAMOORTHY s CeVe AND GONZALEZ+ MARIO Je
A SURVEY OF TECHNIQUES FOR RECOGNIZING PARALLEL PROCES-
SABLE STREAMS IN COMPUTER PROGRAMS
IN PROCe AFIPRS 1969 FALL JOINT COMPUTER CONFee¢1-15e

THE AUTHORS USE THE IDEA OF DIRECTED GRAPHS TO DEVISE A
SCHEME FOR RECOGNIZING PARALLEL PROCESSABLE TASKS WITHIN
A SERIAL PROGRAM, A BRIEF SURVEY OF OTHER METHODS FOR
DETECTING PARALLELISM 1S INCLUDED.

6 eccocevoe e HARDWARE 600000000 e

60 GENFRAL

FENGs T+ {(EDITOR)
PROCe OF THE 1973 SAGAMORE COMPUTER CONFERENCE ON

PARALLEL PROCESSING ' : -

cndzlal

TISNGA £
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SYRACUSE UNIV, PRINTING PRESS (AVAILABLE FROM IEEE ).
1973
THIS IS A COLLECTION OF PAPERS PRESENTED AT THE 1973
SAGAMORE COMPUTER CONFERENCE ON PARALLEL PROCESSING.
MOST OF WHICH ARE HARDWARE ORIENTEDe
HANLON+« AeGe
CONTENT-ADDRESSABLE AND ASSOCIATIVE MEMORY SYSTEMS - A
SURVEY
IEEE TRANSe ELECTs COMPUTERS EC-15(1966)4+509-521%
THIS SURVEY DESCRIBES oASIC CONCEPTSe HARDWAREs SOFTWARE
AND APPLICATIONS OF ASSOCIATIVE MEMORY SYSTEMS. THE
BIBL IOGRAPHY CONTAINS 125 ENTRIESe.

LORINes He
PARALLELISM IN HARDWARE AND SOFTWARE - REAL AND
APPARENT CONCURRENCY

PRENTICE-HALL + ENGLEWOOD CLIFFSsy NEW JERSEY«1971.

VAR]IQUS CONCURRENCY AND PARALLEL FEATURES OF MORE THAN A
DOZEN DIFFERENT COMPUTERS ARE DESCRIBED. A PORTION OF
THE BOOK IS CONCERNED WITH MULTIPROCESSINGe MORE THAN
150 REFERENCES ARE CITEDe.
CR 234092

PARHAMI 4+ BEHROAZ
ASSOCIATIVE MEMORIES AND PROCESSORS - AN OVERVIEwW AND
SELECTED BIBLIOGRAPHY

PROCes OF IEEE 61(1973)4722-730s

THIS PAPER DISCUSSES AND CLASSIFIES 171 REFERENCES AC-
CORDING TO THE CATEGORIES OF ARCHITECTURAL CONCEPRTSs
HARDWARE IMPLEMENTATIONs SOFTWARE CONSIDERATIONS AND
APPLICATIONSe.
CR 264674

THURBERs KENNETH Je¢ AND PATTONe PETER Ce

THE FUTURE OF PARALLEL PROCESSING
IEEFE TRANS. COMPUTERS C-22(1973)¢1140-1143,

THE AUTHORS ATTEMPT TO COUNTER THE PESSIMISM ABOUT PAR-
ALLEL MACHINES WHICH THEY HAVE ENCOUNTEREDe PARALLEL
PROCESSORS SHOULD BE CONSIDERED AS SPECIAL PURPOSE COM-
PUTERS WHICH+ WHEN CORRECTLY DESIGNED FOR A PARTICULAR
APPLICATIONs CAN PERFORM VERY WELLe

6¢2 COMPUTER SYSTEMS : . -
620 GENERAL
HOBBSs LeCees THEISs DedJes TRIMBLEs JOELe TITUS« HAROLD

AND HIGHBERGs IVAR
PARALLEL PROCESSOR SYSTEMS,., TECHNOLOGIESe AND

APPLICATIONS
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SPARTAN BOOKS, NEW YORK 1970,
THIS BOOK 1S A COLLECTION OF PAPERS PRESENTED AT THE
SYMPOSIUM OF THE SAME NAME AT THE NAVAL POSTGRADUATE
SCHOOL + MONTEREYs CALIFe IN 1969,
CR 214950

KENEDA« YUKIO

A SURVEY OF PARALLEL PROCESSING AND PARALLEL PROCESSOR
SYSTEMS

REPORT+ ELECTROTECHNICAL LABORATORYe« TOKYO. FEBe1973.
THIS ARTICLE (IN JUAPANESE) SURVEYS PAST AND PRESENT DE-
SIGNS FOR PARALLZL AND VECTOR PROCESSING SYSTEMSe. IN-
CLUDED ARE SECTIONS ON APPLICATIONSs OPERATING SYSTEMS
AND LANGUAGES. THE BISLICGRAPHY CONTAINS 61 ENTRIES.

MINKER. JACK
AN OVERVIEW OF ASSOCIATIVE OR CONTENT-ADDRESSABLE MEMORY
SYSTEMS AND A KWIC INDEX TO THE LITERATURE -
BIBLIOGRAPHY 25

COMPUT ING REVIEWS 12(1971)« 453-504.,

THIS BIBLIOGRAPHY CONTAINS A THREE PAGE SURVEY OF ASSO-
CIATIVE MEMORY SYSTEMSs INCLUDING A SECTION ON APPLICA-
TIONSe A TOTAL OF APPROXIMATELY 800 ENTRIES ARE LISTED.

STONEs HAROLD Se (EDITOR)
INTRODUCTION TO COMPUTER ARCHITECTURE
SCIENCE RESEARCH ASSOCIATESs PALO ALTOs CALIFes TO
APPEAR IN 1975, :
THIS TEXTBOOK ON COMPUTER ARCHITECTURE TREATS ARRAY COM-
PUTERS AND MULTIPROCESSORS IN ONE CHARPTERe THE DISCUS~
SION 1S TUTORIAL AND DESIGNED FOR PEOPLE NEW TO THE
AREA

SEE ALSO KOGGE (Sel10s MINIMAL cee)e

6e21 GENERAL-PURPOSE COMPUTERS

BARNESe GeHes BROWNs RICHARD Me s KATO, MASO« KUCKs DAVID
Jes SLOTNICKs DAVID Le AND STOKESe RICHARD As
THE ILLIAC IV COMPUTER
1EEE TRANSe COMPUTERS C-17(1968)+v746-757e.
THE LOGIC STRUCTURE AND ORGANIZATION OF THE ILLIAC 1V
ARE DESCRIBED AS ENVISIONED IN 1968 THIS CONFIGURATION
INCLUDED 256 PROCESSING ELEMENTS RATHER THAN THE PRESENT
64,
CR 16+308.,

BURRQUGHS CORPORATION
ILLIAC IV SYSTEMS CHARACTERISTICS AND PROGRAMMING MANUAL
NASA CONTRACTOR REPORT NASA CR 2159s NASA«. WASHING-
TONs DeCe 419730
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THIS 1S THE ILLIAC 1V HARDWARE MANUAL SUPPLIED BY THE
MANUFACTURER. SOME OF THE INFORMATION IS NOW OUT OF
DATEe PROGRAMMERS WILL REQUIRE ADDITIONAL MANUALS.

CONTROL DATA CORPORATION
CONTROL. DATA STAR-10C COMPUTER. SYSTEM
PUBLICATION NOes 60256000« CONTROL DATA CORPORATION.
ARDEN HILLSs MINNESOTA.1973,
THIS MANUAL CONTAINS A DETAILED DESCRIPTION OF THE
STAR~100 CONFIGURATIONs PROGRAMMING CONSIDERATIONS AND
HARDWARE INSTRUCTIONS.

CRANE s SBeAes GILMARTING MeJes HUTTENHOFF e« JeHes RUXs PoeJe
AND SHIVELYs ReRe
PEPE COMPUTER ARCHITECTURE
IN PROCe OF 1972 1EEE INTERNATIONAL COMPUTER SOCIETY
CONFERENCE s 1972+¢857-60.
THE AUTHORS DESCRIBE BELL LABS PEPF ARRAY PROCESSOR
WHICH WAS DESIGNED PRIMARILY FOR REAL TIME RADAR DATA
ANALYSIS.

CAVIS. ROBERT Lo
THE ILLIAC Iv PROCESSING ELEMENT
lIEEE TRANSe COMPUTERS C-18(1969):800-816.
THIS PAPER PRESENTS A DETAILED DESCRIPTION OF THE DESIGN
OF THE ILLIAC IV IN A CONFIGURATION CONSISTING OF 256
ELEMENTSe. THE IMPLEMENTATION OF FLOATING POINT ARITHME-
TIC 1S GIVEN IN DETAILe

DENENBERGs STEWART A,

AN INTRODUCTORY DESCRIPTION OF THE ILLIAC IV SYSTEM. Vel
CAC ILLIAC 1V DOCUMENT 225+ CENTER FOR ADVANCED COM-
PUTATIONs UNIVe OF ILLINOISs URBANA. ILLes1971s

THIS DOCUMENT IS A TUTORIAL DESCRIPTION OF THE ILLIAC 1V

SYSTEM. IT 13 INTENDED TO BE READ SEFORE THE BURROUGHS

HARDWARE MANUAL LISTED ABOVE.

FLYNNs MeJe
SOME COMPUTER ORGANIZATIONS AND THEIR EFFECTIVENESS
IEEE TRANSs COMPUTERS C=21(1972)¢948-960.
A HIERARCHICAL MODEL OF COMPUTER ORGANIZATIONS 1S DEVEL-
OPED AND USED TO EXAMINE INTERACTIONS WITHIN A PROCESSOR
SYSTEMe BOTH SIMD AND MIMD COMPUTERS ARE DISCUSSEDe. AN
EXPLANATION OF THE MINSKY CONJECTURE IS GIVEN. -

GRAHAM,. WILLIAM Re
THE IMPACT OF FUTURE DEVELOPMENTS IN COMPUTER TECHNOLOGY
COMPUTERS AND STRUCTURES 1(1971)+311~321e
THIS PAPER COMPARES EXECUTION TIMES OF BASIC ARITHMETIC
OPERATIONS ON THE STAR-100 AND THE ILLIAC Iv wlTH THE
CDC 7600 AND THE 1BM 360/75 AND 360/195. IT BRIEFLY
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POINTS OUT IMPLICATIONS OF STORAGEZ AND PARALLEL/VECTOR
OPERATIONS ON ALGORITHMS. A SIMILAR ARTICLE. -THE
PARALLEL AND THE PIPELINE COMPUTERS-+« APPEARS IN
DATAMATION 16(1970)¢68=T14+ CR 194682,

HINTZse ReGe AND TATEs DePe
CONTROL DATA STAR-100 DESIGN
IN PROCe OF 1972 IEEE INTERNATIONAL. COMPUTER SOCIETY
CONFERENCEs 1972« 1~4.
THIS 1S A BRIEF DESCQIPTION OF THE STAR-100+

KOCZEL A+ LeJe AND WANGs GeVYe
THE DESIGN OF A HIGHLY PARALLEL COMPUTER ORGANIZATION
IEEE TRANSe COMPUTERS C=18(1969):520-52%9.
THE AUTHORS DESCRIBE A CONFIGURATION wWITH HIGH RELIABIL-
ITY CONSISTING OF MANY PROCESSORS WORKING IN EITHER A
MIMD OR SIMD MODEe.

LEITHe CeEoe
SOME ASPECTS OF COMPUTING wlTH ARRAY PROCESSORS
ATMOSPHERIC TECHNOLOGY (NCAR) 3(1973)¢21-25.
THIS PAPER IS A PEDAGOGICAL DESCRIPTION OF SIMD COMPU-
TERS SUCH AS THE ILLIAC 'Iv AND THE STAR-100 INCLUDING
IMPLICATIONS OF THEIR CHARACTERISTICS ON PROBLEM
SOLVINGe.

MCINTYREs DAVID Es
AN INTRODUCTION TO THE ILLIAC IV COMPUTER
DATAMATION 16(1970)+60=-670
THIS ARTICLE GIVES A SIMPLE INTRODUCTION TO THE ILLIAC
Iv AS A 256 PROCESSOR COMPUTER. THE DISCUSSION INCLUDES
THE TOPICS OF COMMUNICATIONs PROGRAMMING AND STORAGE.

MURTHAs JeCo ]
HIGHLY PARALLEL INFORMATION PROCESSING SYSTEMS
ADVANCZES IN COMPUTERS 7(1966)+1-116,
THE AUTHOR REVIEWS PARALLEL COMPUTERS FROM MACHINE DE-
SIGN THROUGH SOFTWARE DESCRIPTION INCLUDING PRESENTATION
OF NUMERICAL AND NON-NUMERICAL ALGORITHMS.
CR 114678,

RUDOLPHs JsAe .
A PRODUCTION IMPLEMENTATION OF AN ASSOCIATIVE ARRAY
PROCESSOR - STARAN . . .
IN PROCe AFIPS 1972 FALL JOINT COMPUTER CONF e ¢229-
241 e
THE AUTHOR DESCRIRES THE GOODYEAR AEROSPACE CORPORATION
STARAN INCLUDING 80TH HARDWARE AND SOFTWARES AN APPLI-
CATION IN AIR TRAFFIC CONTROL IS DISCUSSEDe
CR 254870
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SCHWARTZs JACOS Te

LARGE PARALLEL COMPUTERS

Je ASSOCe COMPe MACHs 13(1966)425-320
SEVERAL TYPES OF COMPUTERS INCORPORATING PARALLEL ISM ARE
DISCUSSED. PROBLEMS OF HARDWARE AND SOFTWARE IMPLEMEN-

TATION ARE CONSIDERED.

SLOTNICKs DelLes BORCKs WeCe AND MCREYNOLDSe ReCoe

THE SOLOMCN COMPUTER
IN PROCe AFIPS 1962 FALL JOINT COMPUTER CONFe+s97-107e

THIS PAPER 1S AN EARLY DESCRIPTICN OF THE SOLOMON ARRAY
PROCESSOR. THE FORERUNNER OF THE ILLIAC IV

TEXAS INSTRUMENTSs INCos
A DESCRIPTION OF THE ADVANCED SCIENTIFIC COMPUTER SYSTEM

PUBL ICATION NUMBER 930034-1¢« TEXAS INSTRUMENTS,
INCes AUSTINs TEXAS«1973e .
THIS MANUAL CONTAINS A DESCRIPTION OF BOTH THE HARDWARE
AND SOFTWARE FOR THE AS5C COMPUTER. IT INCLUDES THE

ENTIRE INSTRUCTION SETe

WATSONs Weda
THE Tele ASC - A HIGHLY MODULAR AND FLEXIBLE SUPER COM-

PUTER ARCHITECTURE
IN PROC. AFIPS 1972 FALL JOINT COMPUTER CONFs s
221-228. l
THIS PAPER DESCRIBES THE TEXAS INSTRUMENTS ADVANCED
SCIENTIFIC COMPUTER (ASC) INCLUDING TS MEMORY. CENTRAL
PROCESSOR AND PERIPHERAL PROCESSORS.
CR 254865

WULFs WILLIAM Ae AND BELLe Ce GORDON
CeMMP = A MULTI-MIN]-PROCESSOR
IN PROCs AFIPS 1972 FALL JOINT COMPUTER CONFe
T65~T7T77.
THE AUTHORS DESCRIBE HARDWARE AND SOFTWARE ASPECTS OF
THE PARALLEL PROCESSOR BEING DEVELOPED AT CARNEGIE MEL-
LON UNIVERSITYe SOME PROGRAMMING PROBLEMS THAT CAN
ARISE BECAUSE OF PARALLEL PROCESSING ARE DISCUSSED.
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